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Introduction

Failure of a backhaul link can have much more significant impact to the IAB network than failure of a link between a base station and a UE. This is because not only do all the UEs connected to the IAB node which experiences the backhaul failure lose connectivity, but also all the descendant IAB nodes connected via the IAB node, and the UEs connected to the descendant IAB nodes lose connectivity. Thus, even in a well-designed network with rare occurrences of backhaul failures, when backhaul failures do occur, their impact can be severe.

Unlike traditional fixed backhaul links, the IAB backhaul links are subject to variety of impairments that can make the link unusable. For example, if millimeter-wave spectrum is used, the backhaul links can be blocked due to structures or mobile objects (such as vehicles). Even seasonal changes in foliage can cause blockages of the signals. In this contribution, we discuss the steps needed to recover from a backhaul failure with minimal disruption to the IAB network and UEs.
Discussion
As a general principle, IAB networks should be setup and managed such that backhaul failures are rare. The purpose of discussing the handling of backhaul failures is to minimize the disruption to the potentially large number of UEs and nodes. As a result the focus of this discussion is on recovering connectivity for affected UEs and nodes. Issues such as recovery of in-transit data when a backhaul RLF occurs are considered less important due to the rarity of backhaul failures.
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Figure 1
If an RLF results in a node being disconnected from the IAB donor (e.g., node 4 in Figure 1), such a node is unable to provide service to descendant nodes (e.g., nodes 6 and 8) and UEs (UE4, UE5 and UE6). Descendant nodes that do not have an alternate path to the IAB donor and then also disconnected from the IAB donor.

Proposal 1: An IAB node is said to have experienced a backhaul failure when:

· it experiences an RLF on its backhaul link to a parent node, or the parent node indicates to the IAB node that it has experienced a backhaul failure; and

· the IAB node does not have any other parent nodes.
If a backhaul failure is experienced at a node, it is necessary to indicate the occurrence of the backhaul failure to the descendant nodes. Furthermore, the descendant nodes should not attempt to choose the node that has experienced backhaul failure as a parent for recovery. For example, if node 4 experiences backhaul failure, node 8 should not attempt to use node 4 for recovery.
Proposal 2: An IAB node that experiences backhaul failure shall not use an upstream node that has also experienced backhaul failure, for recovery.
To enable the intent of proposals 1 and 2, it is necessary to have an indication flowing downstream from a node that experiences backhaul failure. Such an indication should specify which nodes have experienced backhaul failure. For example, a backhaul failure message from node 6 to node 8 in Figure 1 should indicate that both node 6 and node 4 have experienced backhaul failure. The indication can be transmitted hop-by-hop downstream to access IAB nodes.
Proposal 3: An IAB node experiencing backhaul failure transmits to its descendant nodes a backhaul failure message which includes an indication of which nodes have experienced backhaul failure.

A node may or may not be able to recover from a backhaul failure. In the example shown in Figure 1, the link between nodes 1 and 4 fails. Node 4 is unable to connect to node 3 due to signal blockage, and the quality of signals from nodes 2 and 7 is inadequate. Thus node 4 is unable to find an alternate parent node and this makes nodes 4, 6 and 8, and UEs UE2, UE4, UE5 and UE6 inaccessible. Two strategies can be considered for recovery in such a scenario:
1. Option 1: Immediately require all descendant nodes of node 4 (i.e., node 6 and node 8) and UEs UE4, UE5 and UE6 to identify and attach to alternate nodes.

2. Option 2: Attempt to recover hierarchically; That is:

· node 6 attempts to recover (e.g., via node 7)

· if node 6 is unable to recover, node 8 attempts to recover

· if node 8 is unable to recover, UE4, UE5 and UE6 attempt to recover.

Option 1 has the benefit of initiating a quick recovery at the descendant nodes and UEs. However it can result in unpredictable and inefficient arrangements. For example, UE5 and UE6 may find alternate parents and later node 6 is able to recover its connection through node 7. Similarly, node 8 and node 6 may both attempt recovery through node 7 although it may be more efficient to serve node 8 as a child of node 6. Furthermore, the random nature of the recovery steps taken by different nodes and UEs can result in attachment to nodes that may not be able to support the traffic demands (and may need reorganization again).

Option 2 has the benefit of limiting the changes to the network to what is essential. It minimizes the impact of a backhaul failure to other parts of the network. For example, if node 6 is able to recover, then no other nodes or UEs need to attempt recovery. The disadvantage of option 2 is that it can be significantly slower than option 1 (in sparse networks, it can be a long time before UEs can reconnect to the IAB donor).

In our view, it is important to keep the effect of backhaul failures localized as much as possible. Based on this it is proposed that option 2 is used as the basis for specifying the backhaul failure handling.

Proposal 4: An IAB node indicates a backhaul failure to a child node only if it is unable to recover its connection to the IAB donor through any alternate node.
As noted above, option 2 can be significantly slower than option 1 in initiating recovery procedures. The most significant portion of the additional delay is expected to be the search for alternate nodes (i.e., cell search and evaluation at IAB node MT and at UEs). In order to minimize this delay, RAN2 should consider a phased approach where a first message to the descendant nodes triggers cell search and measurements. A first indication can be used to trigger a search for alternate parents at the descendant nodes (without actual switching of parent nodes). A second indication can be used to cause the descendant nodes to switch to alternate parents. The second indication would be sent by a node only if it is unable to recover its connection.
Proposal 5: RAN2 should consider a phased hierarchical approach where a first indication triggers a search for alternate parents at descendant nodes and a second indication causes the descendant nodes to switch to alternate parents.
Conclusion

This contribution has considered the issue of recovery from backhaul failure. Following the discussion in the IAB study, we have provided further details on how procedures for recovery from backhaul failure need to be designed. The following are our observations and proposals.

Proposal 1: An IAB node is said to have experienced a backhaul failure when:

· it experiences an RLF on its backhaul link to a parent node, or the parent node indicates to the IAB node that it has experienced a backhaul failure; and

· the IAB node does not have any other parent nodes.
Proposal 2: An IAB node that experiences backhaul failure shall not use an upstream node that has also experienced backhaul failure, for recovery.
Proposal 3: An IAB node experiencing backhaul failure transmits to its descendant nodes a backhaul failure message which includes an indication of which nodes have experienced backhaul failure.

Proposal 4: An IAB node indicates a backhaul failure to a child node only if it is unable to recover its connection to the IAB donor through any alternate node.
Proposal 5: RAN2 should consider a phased hierarchical approach where a first indication triggers a search for alternate parents at descendant nodes and a second indication causes the descendant nodes to switch to alternate parents.
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