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Introduction
SA2 is currently studying enhancements to support URLCC use cases in 5GC in TR 23.725. In the LS [2], SA2 asks RAN2 to review and provide feedback on solution #5 for key issue #2 in this TR which is about reducing interruption and jitter during handover. The basic idea of solution #5 is that the UPF bi-casts DL packets to both source gNB and target gNB during handover procedure to avoid the latency introduced by the forwarding tunnel over Xn/NG interfaces.
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	Figure 1 Xn Data forwarding (left) vs bi-casting (right), before Path Switch.
SA2 also sent an earlier LS [3] with more specific questions on key issue #2 and solution #5 (see below). RAN2 sent a preliminary response to this LS in RAN2#104 to inform SA2 that RAN2 will study and respond to the questions during the NR mobility enhancements WI. 
1) Is there any relevant study progress in RAN2 and RAN3 on handover with no or minimum interruption in radio interface?
2) Does RAN2/RAN3 have any issue on the avoidance of latency/jitter due to data forwarding during HO procedure?
3) RAN2/RAN3 view on the proposal regarding in case of Xn based Handover, the introduction of interaction with CN prior to handover completion?
4) Does RAN2 and RAN3 see any issue for source RAN node to trigger the handover command once it receives an indication included in the GTP-U header of the first duplicated packet to the source RAN to indicate the start of duplicated transmission?
In this discussion paper we discuss the questions above.
Discussion
On the first question in the LS:
1) Is there any relevant study progress in RAN2 and RAN3 on handover with no or minimum interruption in radio interface?
In a regular inter-cell handover there is always a short interruption on the radio interface from when the source link is released until the target link is established. This interruption is in the order of tens of ms and sets a lower bound on the achievable end-to-end latency regardless of the user plane data availability timing at the target gNB.  Since the latency constraint for URLLC services is much lower than this, we need to reduce the handover interruption on the radio interface first if we are going to meet the URLLC requirements. Hence, the bi-casting solution alone will not help us to meet the latency requirement. RAN2 is currently studying solutions to reduce handover interruption such as MBB and DC based handover.
[bookmark: _Toc3384311][bookmark: _Toc3384316][bookmark: _Toc3386129][bookmark: _Toc3448389][bookmark: _Toc3448525][bookmark: _Toc4312865][bookmark: _Toc4672977]Bi-casting alone is not sufficient to meet the end-to-end latency requirements for URLLC due to the interruption on the radio interface during handover.
On the second question in the LS:
2) Does RAN2/RAN3 have any issue on the avoidance of latency/jitter due to data forwarding during HO procedure?
The claimed main benefit of the bi-casting solution is that the DL packets are sent directly from the UPF to the target gNB during an Xn handover instead of being forwarded via the source gNB over Xn. In this way the Xn transmission delay is avoided which reduces end-to-end latency and jitter. Assuming that the NG and Xn latencies are of similar order, this means that the network transmission delay is roughly halved compared to a regular handover.
Although this may seem like a substantial improvement, it is still not sufficient to meet the most stringent URLLC latency requirements.  The table below is taken from [6] and shows the backhaul latency for various backhaul technologies based on operator input. We see that even with fiber based backhaul the NG transmission delay exceeds the URLLC latency target of 1 ms.
Table 6.1-1: Categorization of non-ideal backhaul
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1



To meet the most stringent URLLC requirements we either need to use ideal backhaul (i.e. backhaul with negligible delay) or we need to use some form of collocated deployment. However, with those assumptions it does not matter if the DL data is bi-casted or forwarded over Xn since the network transmission delay will anyway be negligible and therefore within the delay and jitter requirements defined for the URLLC use cases.
[bookmark: _Toc3375832][bookmark: _Toc3384312][bookmark: _Toc3384317][bookmark: _Toc3386130][bookmark: _Toc3448390][bookmark: _Toc3448526][bookmark: _Toc4312866][bookmark: _Toc4672978]The most stringent URLLC latency requirement can only be met if ideal backhaul or a collocated deployment is used. In such deployments there is no need for bi-casting as the data forwarding delay over Xn is negligible.
It is therefore difficult to answer in general if bi-casting is needed as this depends on the URLLC latency requirement and the deployment assumptions (co-located vs distributed deployment and ideal vs non-ideal backhaul).
We also note that according to the description of Solution #5 in TR 23.725 the first DL packets transmitted from the target gNB to the UE may already have been received by the UE from the source gNB, i.e. the first DL packets may be duplicates.  Solution #5 suggests that the UE should remove the duplicates based on the PDCP SN. However, there are some issues with such approach:
· If the target gNB has to transmit the duplicated packets latency will increase since it will take longer time before the fresh packets can be transmitted
· The duplicate detection requires that the PDCP SN receiver status is maintained at handover. However, PDCP SN continuity is currently not supported for RLC UM bearers which means that the bi-casting solution is limited to RLC AM bearers.
· The bi-casting solution requires that there is a one-to-one mapping between QoS flows and DRBs. However, current specification allows multiple QoS flows to be multiplexed on the same DRB. 
[bookmark: _Toc3448391][bookmark: _Toc3448527][bookmark: _Toc4312867][bookmark: _Toc4672979]There is a risk that the target gNB transmits duplicate packets in the bi-casting solution which will lead to an additional delay experienced at the IP/application layer. 
On the third question in the LS:
3) RAN2/RAN3 view on the proposal regarding in case of Xn based Handover, the introduction of interaction with CN prior to handover completion?
In general, requiring the source gNB to interact with the CN prior to the handover will delay the handover which in turn may increase the risk of handover failure.  If the source gNB tries to compensate for the added delay by initiating the handover earlier, the UE may be handed over to the wrong cell which again may result in handover failure or handover ping-pong. The impact depends on the time required for the CN interaction as well as other parameters such as UE speed, size of cells, etc.
On the fourth and final question in the LS:
4) Does RAN2 and RAN3 see any issue for source RAN node to trigger the handover command once it receives an indication included in the GTP-U header of the first duplicated packet to the source RAN to indicate the start of duplicated transmission?
From RAN2 point of view the main issue is that the source gNB has to wait for the indication before it can trigger the handover. The impacts will be the same as in the previous question.
[bookmark: _Toc3375833][bookmark: _Toc3384313][bookmark: _Toc3384318][bookmark: _Toc3386131][bookmark: _Toc3448392][bookmark: _Toc3448528][bookmark: _Toc4312868][bookmark: _Toc4672980]Requiring the source gNB to interact with the CN or wait for a “bi-casting started” indication before the handover is triggered will delay the handover and may increase the risk of handover failure.
Conclusion
In section 2 we made the following observations:
Observation 1	Bi-casting alone is not sufficient to meet the end-to-end latency requirements for URLLC due to the interruption on the radio interface during handover.
Observation 2	The most stringent URLLC latency requirement can only be met if ideal backhaul or a collocated deployment is used. In such deployments there is no need for bi-casting as the data forwarding delay over Xn is negligible.
Observation 3	There is a risk that the target gNB transmits duplicate packets in the bi-casting solution which will lead to an additional delay experienced at the IP/application layer.
Observation 4	Requiring the source gNB to interact with the CN or wait for a “bi-casting started” indication before the handover is triggered will delay the handover and may increase the risk of handover failure.

A draft LS response based on the analysis in this discussion paper is provided in [7].
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