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Introduction
WI on Multi-RAT Dual-Connectivity and Carrier Aggregation enhancements was approved. One of the objectives is to support fast recovery of MCG link via SCG link as follows:
Fast recovery: Support fast recovery of MCG link e.g. by utilizing the SCG link and split SRBs for recovery during MCG failure while operating under MR-DC. [RAN2, RAN3]
· This objective applies to MR-DC and NR-NR DC

In this document, we propose to increase utilization of the new recovery mechanism (i.e. fast recovery of MCG link via the SCG link and split SRBs) by allowing UE to suspend SCG.
Discussion
In RAN2#105, RAN2 agreed that MCG failure can be indicated to the network via the SCG. Thus, if UE is configured with DC, when UE detects MCG failure, UE will indicate MCG failure to SCG via SCG leg of SRB1 (or SRB3 depending on RAN2 discussion). It seems assumed in RAN2 that MCG failure recovery via SCG link works only when UE currently operates with DC. Accordingly, if UE is not configured with SCG, UE detecting MCG failure will trigger RRC Connection Re-establishment procedure as specified in 36.331 and 38.331.
Observation 1: It seems assumed that MCG failure recovery via SCG link works when UE currently operates with DC.

The network would likely configure SCG to UE for capacity boost. Thus, if UE is using low speed traffic, e.g. web browsing or SNS messaging, it seems better for UE to operate only with MCG, e.g. to avoid UE power consumption. We think that even if UE support DC, UE would not be always configured with SCG while in RRC_CONNECTED. It means that the new MCG failure recovery mechanism with the SCG link would be limited to the case when UE currently operates with DC. 

Observation 2: UE supporting DC would not be always configured with SCG, while in RRC_CONNECTED. Thus, the new recovery mechanism would be limited to the case when UE currently operates with DC.
If we introduce a new recovery mechanism, it is highly desirable to specify the mechanism applicable in various cases. That is, it is beneficial to support MCG failure recovery not only for UEs currently operating with DC but also for UEs not operating with DC.
Observation 3: It is beneficial to support MCG failure recovery not only for UEs currently operating with DC but also for UEs not operating with DC.

One simple approach to increase utilization of MCG failure recovery via SCG link is allowing UE to suspend SCG configuration upon receiving SCG configuration. For example, if UE supports this new recovery mechanism, MN could provide SCG configuration to UE, even though MN has no intention to use SCG for user traffic. Namely, MN could intentionally provide SCG configuration to UE for support of fast MCG failure recovery via SCG link.
Since there is no intention to use SCG for user traffic, UE could suspend SCG as soon as UE receives SCG configuration from MN to avoid consuming UE power. Then, when MCG failure is detected, UE could resumes and activates SCG to indicate MCG failure to the network via SCG.
Proposal 1: Upon receiving SCG configuration, UE can be immediately configured to suspend SCG configuration, possibly without triggering RACH, for support of MCG failure recovery.

When SCG is mainly added for MCG failure recovery without actual user data transmission over SCG, UE could even avoid triggering RACH towards the added SCG. It seems sufficient for UE to trigger RACH when UE detects MCG failure and indicates the MCG failure to the network. 
Proposal 2: Upon MCG failure, if SCG has been suspended, UE resumes SCG and triggers RACH towards SCG to indicate MCG failure to the network.
Since MCG failure is detected, it seems likely for UE to suspend MCG and rely on SCG link for recovery. Thus, if UE initially suspends SCG and then resume SCG upon MCG failure, UE not supporting full DC capability could even support such MCG failure recovery mechanism. For example, 1TX UE could also support the MCG failure recovery mechanism, if UE resumes the suspended SCG while suspending MCG.
Proposal 3: RAN2 could further consider support of the MCG failure recovery mechanism for a UE with lower capability such as 1TX UE.

Conclusion

In conclusion, we propose to discuss the following proposal and observations: 
Observation 1: It seems assumed that MCG failure recovery via SCG link works when UE currently operates with DC.

Observation 2: UE supporting DC would not be always configured with SCG, while in RRC_CONNECTED. Thus, the new recovery mechanism would be limited to the case when UE currently operates with DC.
Observation 3: It is beneficial to support MCG failure recovery not only for UEs currently operating with DC but also for UEs not operating with DC.

Proposal 1: Upon receiving SCG configuration, UE can be immediately configured to suspend SCG configuration, possibly without triggering RACH, for support of MCG failure recovery.

Proposal 2: Upon MCG failure, if SCG has been suspended, UE resumes SCG and triggers RACH towards SCG to indicate MCG failure to the network.

Proposal 3: RAN2 could further consider support of the MCG failure recovery mechanism for a UE with lower capability such as 1TX UE.[image: image1.png]
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