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Introduction
[bookmark: _Ref178064866]This contribution discusses the handling of MCG failure, covering the following issues
· Triggering conditions for MCG failure reporting  
· Transport of MCG failure report
· Failure handling of MCG failure recovery 
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Triggering conditions for MCG failure reporting
First we discuss the conditions on triggering MCG failure reporting. Currently the re-establishment triggering conditions are under evaluation to determine whether each of those is suitable to trigger MCG failure reporting instead of re-establishment. Our view on each condition is given as follows:
· MCG RLF event: RLF event is the most compelling condition to trigger MCG failure, since RLF is not a rare event, and the recovery would be a bit straightforward. 
· MCG Reconfiguration failure: To recover from this failure event, network needs to know the exact cause of the reconfiguration failure, e.g. which component of the previously provided configuration is not compliant by the UE. This requires reporting of sophisticated reporting on the cause by the UE. In addition, the UE needs to distinguish whether the erroneous part is related to MCG or SCG. This kind of compliance error requires a general handling for NR, not necessarily restricted to the MCG failure context. In essence, this kind of error should be avoided in the first place during the protocol design and system operation process, rather than relying on some recovery mechanism. For this reason, we do not see the need of including this event as MC failure reporting triggering condition.
· MCG Reconfiguration with sync: If the existing SCG can be maintained by the reconfiguration with sync message, triggering of MCG failure reporting may be reported via the existing SCG, and if not, the MCG failure reporting via new SCG anyway needs to trigger another random access toward the new SCG, giving no real benefit compared to re-establishment. If the reconfiguration with sync while maintain the same SCG is the typical MR-DC scenario, we can exclude this event from the condition of MCG failure reporting triggering. 
· Inter-RAT mobility failure from NR: Similar arguments as the MCG reconfiguration with sync case
· Integrity protection failure: Currently it is unclear how to recover from IP failure. The desirable recovery may be different, depending on the cause of the IP failure, i.e. whether the failure is incurred by security attack or by erroneous reception by lower layer. However, it is not really feasible to distinguish what actually caused the IP failure from the simple MCG failure reporting, and there is no other practical choice than triggering re-establishment. For this reason, we do not see the need of including this event as MC failure reporting triggering condition. 
From the discussion above, we make the following proposals:
Proposal 1: Triggering conditions of MCG failure reporting are restricted to the events that occur due to the link problem of the MCG. 
Proposal 1a: RLF triggers MCG failure reporting procedure. 
Proposal 1b: Reconfiguration failure (compliance failure) does not trigger MCG failure reporting but trigger re-establishment. 
Proposal 1c: Reconfiguration with sync (mobility failure) does not trigger MCG failure but trigger re-establishment 
Proposal 1d: Inter-RAT mobility failure from NR does not trigger MCG failure but trigger re-establishment 
Proposal 1e: Integrity protection failure does not trigger MCG failure but trigger re-establishment. 

Transport of MCG failure report
It is under discussion how to transport the MCG failure report to network. 
· Option1: Transport via split SRB to MN
· Option2: Transport via SRB3 to SN, and relayed to MN via inter-node message
In our view, using SRB3 has the following issues:
· A mew inter-node message or specific indication within the existing inter-node message may need to be introduced for this specific purpose. 
· When the UE receives MN RRC message after triggering MCG failure reporting, there may be ambiguity whether the message is sent as a response of MCG failure reporting or not. 
Using split bearer has the following issue
· The necessary condition to enable MCG failure reporting is to configure split bearer for SRB. 
· When the UE receives MN RRC message after triggering MCG failure reporting, there may be ambiguity whether the message is sent as a response of MCG failure reporting or not. 
From the UE perspective, we see no big difference between two options but the SRB3 option may require some standardization efforts for interface between MN and NSN, as mentioned above. Since the prerequisite of split bearer existence is not a big burden, we prefer the split bearer option. 
Proposal 2: MCG failure report is generated as MN RRC message and delivered via split SRB to MN. 

Failure handling of MCG failure recovery
We consider the case where the MCG failure reporting is not successfully delivered to MN or too delayed for some reasons, e.g. backhaul congestion or backhaul link problem that may occur in wireless backhaul. In such a case where MCG recovery maybe too delayed or MCG recovery may not be actually triggered, the UE needs to exist the MCG failure recovery procedure and falls back to legacy recovery procedure, i.e. re-establishment. Otherwise, the worst case recovery time would be too long or unbounded, making the UE get stuck in the situation. The simplest approach would be to bound the recovery tolerance time so that the UE does not wait for the recovery longer than the tolerance duration. In this approach, if MCG failure recovery is not successful for a certain time duration, the UE considers MC recovery to fail and initiates re-establishment. Based on this discussion, we make following proposals. 
Proposal 3: After MCG failure report is triggered, if MCG recovery is not successful until a defined time duration, the MCG recovery is considered to fail. 
Proposal 4: Upon failure of MCG recovery, RRC connection re-establishment procedure is initiated.
It needs to be further discussed how to detect a successful MCG recovery. 
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This contribution discussed the handling of MCG failure, covering the issues: triggering conditions for MCG failure reporting, transport of MCG failure report, and failure handling of MCG failure recovery, and makes the following proposals. 

Triggering conditions for MCG failure reporting
Proposal 1: Triggering conditions of MCG failure reporting are restricted to the events that occur due to the link problem of the MCG. 
Proposal 1a: RLF triggers MCG failure reporting procedure. 
Proposal 1b: Reconfiguration failure (compliance failure) does not trigger MCG failure reporting but trigger re-establishment. 
Proposal 1c: Reconfiguration with sync (mobility failure) does not trigger MCG failure but trigger re-establishment 
Proposal 1d: Inter-RAT mobility failure from NR does not trigger MCG failure but trigger re-establishment 
Proposal 1e: Integrity protection failure does not trigger MCG failure but trigger re-establishment. 

Transport of MCG failure report
Proposal 2: MCG failure report is generated as MN RRC message and delivered via split SRB to MN. 

Failure handling of MCG failure recovery
Proposal 3: After MCG failure report is triggered, if MCG recovery is not successful until a defined time duration, the MCG recovery is considered to fail. 
Proposal 4: Upon failure of MCG recovery, RRC connection re-establishment procedure is initiated.


