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1
Introduction
This is a re-submission of R2-1901847, and there is no technical change.
5G services such as URLLC have stringent requirements on latency. In order to enable certain services related to low latency communications, a minimal level of latency is required to guarantee the user experience and/or enable the service initially. This is especially important in areas like eHealth or for critical infrastructure communications. If the network can obtain the latency of user plane, the operators can evaluate whether the network can satisfy the customer’s QoS requirements before providing the service and also can show the statement of the level of latency to the customers when providing the services. Also the LS [1] [2] from SA5 and SA2 would like ask RAN2&3 to discuss the user plane latency measurement.
 In our understanding, RAN2 may firstly need to discuss the latency measurement requirements (e.g. latency range of different service types) and then discuss potential solutions. In this contribution, we will discuss these requirements for the latency measurement.
2
Discussion
2.1
Requirement of URLLC

TR 38.913 describes the user plane latency requirement for URLLC in radio interface.
7.5
User plane latency
The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.
For URLLC, the target for user plane latency should be 0.5ms for UL, and 0.5ms for DL. Furthermore, if possible, the latency should also be low enough to support the use of the next generation access technologies as a wireless transport technology that can be used within the next generation access architecture.

From these above descriptions, we think the typical user plane latency in radio interface is 0.5ms for URLLC. In addition, TS 23.501 also defined the low latency requirements of some URLLC services.

Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping

	5QI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume

(NOTE 2)
	Default

Averaging Window
	Example Services

	1

	
GBR
	20
	100 ms
	10-2
	N/A
	2000 ms
	Conversational Voice

	2

	(NOTE 1)
	40
	150 ms
	10-3
	N/A
	2000 ms
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
	10-3
	N/A
	2000 ms
	Real Time Gaming, V2X messages

Electricity distribution – medium voltage, Process automation - monitoring

	4

	
	50
	300 ms
	10-6
	N/A
	2000 ms
	Non-Conversational Video (Buffered Streaming)

	65
	
	7
	75 ms
	
10-2
	N/A
	2000 ms
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66

	
	
20
	100 ms
	
10-2
	N/A
	2000 ms
	Non-Mission-Critical user plane Push To Talk voice

	67

	
	15
	100 ms
	10-3
	N/A
	2000 ms
	Mission Critical Video user plane

	75
	
	25
	50 ms
	10-2
	N/A
	2000 ms
	V2X messages

	5
	Non-GBR
	10
	100 ms
	10-6
	N/A
	N/A
	IMS Signalling

	6
	(NOTE 1)
	
60
	
300 ms
	
10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
	
10-3
	N/A
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	


300 ms
	


10-6
	


N/A
	


N/A
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive

	9
	
	90
	
	
	
	
	video, etc.)

	69
	
	5
	60 ms
	10-6
	N/A
	N/A
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
	
	55
	200 ms
	10-6
	N/A
	N/A
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
	
	65
	50 ms
	10-2
	N/A
	N/A
	V2X messages

	80
	
	68
	10 ms


	10-6
	N/A
	N/A
	Low Latency eMBB applications Augmented Reality

	82
	Delay Critical GBR
	19
	10 ms
(NOTE 4)
	10-4
	255 bytes
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	83
	
	22
	10 ms
(NOTE 4)
	10-4
	1358 bytes

(NOTE 3)
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	84
	
	24
	30 ms

(NOTE 6)
	10-5
	1354 bytes
	2000 ms
	Intelligent transport systems (see TS 22.261 [2])

	85
	
	21
	5 ms

(NOTE 5)
	10-5
	255 bytes
	2000 ms
	Electricity Distribution- high voltage (see TS 22.261 [2])

	NOTE 1:
A packet which is delayed more than PDB is not counted as lost, thus not included in the PER.

NOTE 2:
It is required that default MDBV is supported by a PLMN supporting the related 5QIs.

NOTE 3:
This MDBV value is set to 1354 bytes to avoid IP fragmentation for the IPv6 based, IPSec protected GTP tunnel to the 5G-AN node (the value is calculated as in Annex C of TS 23.060 [56] and further reduced by 4 bytes to allow for the usage of a GTP-U extension header).

NOTE 4:
A delay of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.

NOTE 5:
A delay of 2 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.

NOTE 6:
A delay of 5 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.


Therefore different services have different requirement for the latency in Uu (e.g. 3ms~25ms). For the latency in radio interface, we think the retransmission of RLC and PHY and the waiting of in-order delivery will bring the deviation of latency. Therefore we think the design of the range of latency measurement can take into account the retransmission and in-order delivery in radio interface. 
Proposal 1: For the latency measurements of URLLC case:
· The typical latency in radio interface is 0.5ms.
· FFS on other typical values. 
2.2
Requirement of eMBB
Also TR 38.913 describes the user plane latency requirement for eMBB in radio interface.

7.5
User plane latency
The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.
…………..

For eMBB, the target for user plane latency should be 4ms for UL, and 4ms for DL.
NOTE2:
For eMBB value, the evaluation needs to consider all typical delays associated with the transfer of the data packets in an efficient way (e.g. applicable procedural delay when resources are not preallocated, averaged HARQ retransmission delay, impacts of network architecture)
From these above descriptions, we think the typical user plane latency in radio interface is 4ms for eMBB.

For eMBB, there are also some services that needs the low latency assurance. TS 23.501 defined the low latency requirements of different eMBB services.

	5QI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume

(NOTE 2)
	Default

Averaging Window
	Example Services

	1

	
GBR
	20
	100 ms
	10-2
	N/A
	2000 ms
	Conversational Voice

	2

	(NOTE 1)
	40
	150 ms
	10-3
	N/A
	2000 ms
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
	10-3
	N/A
	2000 ms
	Real Time Gaming, V2X messages

Electricity distribution – medium voltage, Process automation - monitoring

	4

	
	50
	300 ms
	10-6
	N/A
	2000 ms
	Non-Conversational Video (Buffered Streaming)

	65
	
	7
	75 ms
	
10-2
	N/A
	2000 ms
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66

	
	
20
	100 ms
	
10-2
	N/A
	2000 ms
	Non-Mission-Critical user plane Push To Talk voice

	67

	
	15
	100 ms
	10-3
	N/A
	2000 ms
	Mission Critical Video user plane

	75
	
	25
	50 ms
	10-2
	N/A
	2000 ms
	V2X messages

	5
	Non-GBR
	10
	100 ms
	10-6
	N/A
	N/A
	IMS Signalling

	6
	(NOTE 1)
	
60
	
300 ms
	
10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
	
10-3
	N/A
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	


300 ms
	


10-6
	


N/A
	


N/A
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive

	9
	
	90
	
	
	
	
	video, etc.)

	69
	
	5
	60 ms
	10-6
	N/A
	N/A
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
	
	55
	200 ms
	10-6
	N/A
	N/A
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
	
	65
	50 ms
	10-2
	N/A
	N/A
	V2X messages

	80
	
	68
	10 ms


	10-6
	N/A
	N/A
	Low Latency eMBB applications Augmented Reality

	82
	Delay Critical GBR
	19
	10 ms
(NOTE 4)
	10-4
	255 bytes
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	83
	
	22
	10 ms
(NOTE 4)
	10-4
	1358 bytes

(NOTE 3)
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	84
	
	24
	30 ms

(NOTE 6)
	10-5
	1354 bytes
	2000 ms
	Intelligent transport systems (see TS 22.261 [2])

	85
	
	21
	5 ms

(NOTE 5)
	10-5
	255 bytes
	2000 ms
	Electricity Distribution- high voltage (see TS 22.261 [2])

	NOTE 1:
A packet which is delayed more than PDB is not counted as lost, thus not included in the PER.

NOTE 2:
It is required that default MDBV is supported by a PLMN supporting the related 5QIs.

NOTE 3:
This MDBV value is set to 1354 bytes to avoid IP fragmentation for the IPv6 based, IPSec protected GTP tunnel to the 5G-AN node (the value is calculated as in Annex C of TS 23.060 [56] and further reduced by 4 bytes to allow for the usage of a GTP-U extension header).

NOTE 4:
A delay of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.

NOTE 5:
A delay of 2 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.

NOTE 6:
A delay of 5 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.


Like the discussion of URLLC, the design of the range of latency measurement can take into account the retransmission and in-order delivery in radio interface. 
Proposal 2: For the latency measurements of eMBB case:
· The typical latency in radio interface is 4ms.

· FFS on other typical values.
2.3
Report of measurement results

The UL and DL latency may be different in the actual network. And as discussed in [3], we proposed the UL and DL latency should be measured separately.
According to the requirement from SA5 [1], SA5 wants to know whether the latency requirement can be satisfied. Therefore we think the RAN only needs to report the distribution of UL/DL latency (e.g. the ratio of latency exceeding the latency threshold over the total number of packets received during one measurement period). 
According to the LS from SA2 [2] and the solutions in 23.725, we think the SA2 wants to know the latency per monitoring packet (see the highlights in the annex). RAN needs to send the latency per monitoring packet to the UPF. Therefore RAN needs to get the latency per monitoring packet to the UPF. 

Observation 1: SA5’s requirement on the latency measurement is to get the distribution, while SA2’s requirement is to get the latency per monitoring packets.
And as discussed in [3], we proposed that the UL/DL latency is defined as: between the time instant “when a packet is received by PDCP/SDAP from upper layers in the transmitter side” and the time instant “when the relevant packet is sent from PDCP/SDAP to upper layers in the receiver side”, while the receiver/the transmitter can be UE/RAN or RAN/UE. We think that the latency measurement could be calculated in the receiver side, i.e. UE for DL latency measurement and RAN for UL latency measurement.
For DL latency measurement, the UE may need to report the latency measurement results to the RAN; for UL latency measurement, the RAN may get the results without UE reporting. Based on observation 1, the differences are the UE may need to report a distribution of the latency measurement as per SA5’s requirement, and then RAN will forward them to OAM. While the UE may need to report the latency per monitoring packet as per SA2’s requirement, and then RAN will forward them to the CN.
Observation 2: For SA5’s requirement, the UE may need to report a distribution of the latency measurement as per SA5’s requirement, and then RAN will forward them to OAM.
Observation 3: For SA2’s requirement, the UE may need to report the latency per monitoring packet as per SA2’s requirement, and then RAN will forward them to the CN.

Based on observation 1, 2 and 3, we have the following proposal:
Proposal 3:  For DL latency measurement, the UE may need to report the latency measurement results to RAN. For UL latency measurement, the RAN may get the results without UE reporting.
3
Conclusions
In this paper, we discussed the requirements of latency measurement. It is proposed:
Proposal 1: For the latency measurements of URLLC case:
· The typical latency in radio interface is 0.5ms.

· FFS on other typical values. 

Proposal 2: For the latency measurements of eMBB case:

· The typical latency in radio interface is 4ms.

· FFS on other typical values.

Proposal 3:  For DL latency measurement, the UE may need to report the latency measurement results to RAN. For UL latency measurement, the RAN may get the results without UE reporting.
4
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Annex- 23.725

6.8.1
Description

Based on the TS 22.261 [5], clause 6.23 (QoS Monitoring), the vertical applications may want to be aware of the real time latency (e.g., UL, DL or Round trip latency) of the URLLC service in 5G system, and the trouble shooting could be done based on the real time latency as the input. QoS Notification Control is performed to monitoring the GFBR on RAN side only, to achieve the E2E QoS monitoring, the real time packet delay in 5GC and 5G-AN can be jointly monitored to achieve the E2E QoS monitoring by sending the monitoring packets periodically when QoS monitoring activated. There are two ways to monitor packet delay: round-trip time (RTT) delay and one-way delay.

6.8.1.1
QoS Monitoring Activation

The QoS monitoring could be activated dynamically by the 5GC for certain UEs, UE group, or network slice instance, based on the subscription, the request from the AF, or the command from the OAM system, etc.

During the PDU Session Establishment or Modification procedure, the PCF may send QoS Monitoring Policy to the SMF based on subscription or AF request. The QoS Monitoring policy contains the QoS parameters to be monitored, event report triggers, the validity timer length for round trip monitoring, the threshold of QoS parameters and the relevant actions when threshold is exceeded are also included in the QoS Monitoring policy. The QoS Monitoring Policy can also be pre-configured at SMF by the operator. When receiving the QoS Monitoring Policy from the PCF, The SMF maps the QoS Monitoring Policy in the URRs to the UPF, the URR includes QoS parameters to be monitored, threshold, the validity timer length for round trip monitoring and relevant action, and event report for specific QoS flows. The SMF notifies the RAN and UE to enable the QoS Monitoring for the QoS Flow via the Namf_Communication_N1N2MessageTransfer message and PDU Session Modification Command message.

When the event reports is triggered, e.g. when the round trip or UL/DL packet delay is longer than the threshold, or when the UPF does not receive the round trip monitoring respond packet within the length of the validity timer, the UPF can report the events via N4 interface, respectively. After receiving the QoS monitoring events report from UPF, the SMF may forward the report to e.g. PCF. The detailed procedure for QoS Monitoring activation is defined in the clause 6.8.2.
6.8.1.2
Enforce QoS Monitoring

6.8.1.2.1 Option 1: Using newly defined packet as monitoring packets

The monitoring packet is using the same QoS flow as the URLLC service packet data to be monitored. To distinguish the GTP-Us delivering the monitoring packets from the ones delivering the service packets, a new payload type QMP (QoS Monitoring Packet) in GTP-U header (between UPF and RAN) is introduced.
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Figure 6.8.1.2.1-1: Packet delay measurement

The round trip latency could be monitored by sending the round trip monitoring packets between the UE and UPF.

When the packet delay monitoring is activated by the network, the UPF creates and sends the monitoring packets to the RAN:

-
Step1. UPF generates the monitoring request packets and assigns a relevant sequence number with each packet. UPF encapsulates the GTP-U header with QFI, TEID and QMP indicator. The UPF records the local time T1 and starts validity timers for each monitoring packet with the length provided as the validity timer length for round trip monitoring after sending out the packets to the RAN successfully.

-
Step2. When receiving the monitoring request packets, RAN records the sequence number and the local time T2, initiates packet delay measurement between RAN and UE.

The length of the monitoring packet could be defined equal to the typical packet size of the actual URLLC service packet. The length of the monitoring packet could be contained in the QoS Monitoring policy.
NOTE:
QoS monitoring mechanisms adopted in RAN part depends on RAN conclusion.

-
Step3. When receiving the monitoring response packet from UE, RAN encapsulates QMP indicator in the GTP-U header of the measurement response packet and send it out to the UPF. RAN also includes the corresponding sequence number, the one way (UL and DL) packet delay result of Uu interface, local time T5 the response packet sent out, together with the T2 in step2 in the response packet.

-
Step4. UPF records the local time T6 and gets the one way (UL and DL) packet delay result of Uu interface when receiving the monitoring response packet identified by the sequence number. In case the UPF does not receive a monitoring respond packet before the corresponding timer is ended, the UPF take that monitoring respond packet as lost.
The UPF calculates the latency as the following:

-
RTT1: Round trip latency between the RAN and UPF: (T6-T1) - (T5-T2).

-
RTT2: Round trip latency between the RAN and UE: Calculated by RAN based on the packet delay mechanism of Uu interface.

-
RTT3: Round trip latency between the UPF and UE: RTT1+RTT2.

-
In case the monitoring respond packet is lost, Round trip latency is set to the length of the corresponding validity timer.
It is assumed that the time synchronization precision between the UE and RAN achieves to microsecond level and the network latency between the RAN and UPF is regarded as symmetric, so we suggest approximate one way latency could also be calculated:

-
One way delay 1: DL or UL between the RAN and UE: Calculated by RAN based on the packet delay mechanism of Uu interface.

-
One way delay 2: DL or UL between the RAN and UPF: [(T6-T1) - (T5-T2)]/2

-
One way delay 3: DL or UL between the UE and UPF: One way delay1 + One way delay2

The UPF and RAN could encapsulate the sequence number timestamp in the monitoring packets to calculate the one way or RTT packet delay between the RAN and UPF.

6.8.1.2.2 Option 2: Using actual service packets as monitoring packets

The monitoring packet is sampled from the service packets of URLLC service by UE and UPF based on the measurement period in the QoS Monitoring policy. If the round trip packet delay is requested to be measured, it is proposed that the UL one way packet delay plus DL one way packet delay could be regarded equal to the round trip packet delay. To distinguish the GTP-U packets for QoS Monitoring from the ones delivering the service packets, a new payload type QMP (QoS Monitoring Packet) in GTP-U header (between UPF and RAN) and in SDAP/PDCP header (between UE and RAN) is introduced.

When the DL one way packet delay monitoring is activated by the network, the UPF samples the DL service packets of the QoS Flow as monitoring packet and sends it to the RAN:

-
Step1. UPF samples the DL service packets of the QoS Flow based on the measurement period as monitoring packet. The UPF encapsulates the GTP-U header with QFI, TEID, sequence number and QMP indicator. The UPF sends the monitoring packets to the RAN. The UPF records the local time T1 after sending out the packets to the RAN successfully.

-
Step2. When receiving the monitoring packets, RAN records the sequence number in the GTP-U header and the local time T2, initiates packet delay measurement between RAN and UE.

NOTE 1:
How RAN and UE measure the DL packet delay of Uu interface depends on RAN decision.

-
Step3. When getting the DL packet delay result of Uu interface, RAN encapsulates QMP indicator in the GTP-U header of the measurement response packet and sends it to the UPF. RAN also includes the corresponding sequence number, DL one way packet delay result of Uu interface (TDL-Uu), local time T5 when the response packet sent out, together with the T2 recorded in step 2, in the response packet.

NOTE 2:
RAN can send a new defined message as the monitoring response packet to the UPF, or the RAN could utilize the UL G-PDU which delivering the service packets as the monitoring response packet. If the G-PDU is used, the information in step 3 is contained in the GTP-U extended header.

-
Step4. UPF records the local time T6 and gets the DL one way packet delay of Uu interface when receiving the monitoring response packet identified by the sequence number.

It is assumed that the packet delay between the RAN and UPF is regarded as symmetric, so approximate one way latency of N3 interface could be calculated based on the round trip packet delay of N3 interface. The round trip packet delay of N3 interface could be calculated by UPF as TRTT-N3 = (T6-T1) - (T5-T2).

The E2E DL one way packet delay could be calculated by UPF as TPDB-DL = TDL-Uu + (TRTT-N3 / 2).

When the UL one way packet delay monitoring is activated by the network:

-
Step 1. UE samples the UL service packets of the QoS Flow based on the measurement period as monitoring packet. UE encapsulates the SDAP/PDCP header with QMP indicator. The UE sends the monitoring packets to the RAN.

-
Step 2. When receiving the monitoring packets, RAN would calculate the UL packet delay of Uu interface.

NOTE 3:
The detailed QoS Monitoring mechanisms adopted in RAN part depends on RAN decision.

-
Step 3. RAN encapsulates QMP indicator in the GTP-U header of the UL G-PDU packet and send it to the UPF. RAN also includes the UL one way packet delay result (TUL-Uu) of Uu interface in the GTP-U extended header.

-
Step 4. UPF gets the UL one way packet delay of Uu interface when receiving the monitoring packet.

The E2E UL one way packet delay is calculated by UPF as TPDB-UL = TUL-Uu + (TRTT-N3 / 2).

NOTE 4:
RAN can encapsulate both DL and UL packet delay of Uu interface in the GTP-U extended header of the same UL G-PDU packet in step 3.
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