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1 
Introduction

In RAN plenary meeting #83 the following TSC topics were agreed to be studied in the WID on “Support of NR Industrial Internet of Things (IoT)”

	RP-190728


	· Specify accurate reference timing delivery from gNB to UE using broadcast and unicast RRC signalling (with EUTRA Rel-15 signalling solution as baseline) for synchronization requirements defined in TS 22.104) [RAN2].

· Specify enhancements to satisfy QoS for wireless Ethernet when using TSC traffic patterns, including 

· Support of provisioning, from Core Network to RAN and between RAN nodes (e.g. upon handover), of UE’s TSC traffic pattern related information such as message periodicity, message size, message arrival time at gNB (DL) and UE (UL) [RAN3].

· Support for multiple simultaneous active semi-persistent scheduling (SPS) configurations for a given BWP of a UE. [RAN2, RAN1].

· Support for shorter SPS periodicities than the existing ones [RAN2, RAN1].

· Address support for TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities, as captured in TR 38.825, section 6.5.2. [RAN2, RAN1].

· Specify Ethernet header compression based on structure-aware algorithm [RAN2].
· Ethernet header compression solution for LTE to be specified once the design principle for NR is agreed. The impacted LTE specifications to be added latest at RAN#85.



This contribution focuses on the second bullet, particularly on the need and required enhancements for downlink Semi-Persistent Scheduling (SPS) to satisfy the requirements introduced by Time-Sensitive Communications (TSC).

2 
TSC Requirements

Motion control is among the most challenging and demanding use cases requiring deterministic communications in industrial environments. The requirements of this use case in terms of latency, availability, cycle times, etc. has been identified by SA1 in TS 22.104 [2] and summarized in Table 1. As can be observed, motion control’s traffic can be characterized by large number of users deployed in a small area (e.g. 50 UEs in a 10 m x 5 m, potentially served by the same serving cell) requiring transmission of small payloads (20-50B) with cycle times as short as 0.5 ms. For all three examples, each payload shall be delivered with an end-to-end (E2E) latency no larger than the cycle time, being case I the strictest one with 0.5 ms latency and up to 99,999999% reliability requirement.

Besides, in technical report TR 22.821 [3] from SA1 it has also been highlighted the need for supporting seamless routing of Ethernet frames and Layer-2 switching functionality, where a UE may act as a hub that multiplexes and de-multiplexes traffic from/to multiple end stations or devices. An example illustration is depicted in Fig. 1. Aggregated UE traffic may therefore consist of the combination of one or multiple periodic flows (potentially with different periodicities, time offsets, payload sizes, etc.) described in Table 1. 
Table 1: Characteristics and requirements for motion control services as described in 3GPP TS 22.104

	Case
	#UE
	Communications service availability
	Transmit period
	Allowed E2E latency
	Survival time
	Packet size
	Service area
	Traffic periodicity
	Use case

	I
	20
	99,9999% to 99,999999%
	0.5 ms
	≤ Transmit period
	Transmit period
	50 bytes
	15 m x 15 m x 3 m
	Periodic
	Motion control and control-to-control use cases

	II
	50
	99,9999% to 99,999999%
	1 ms
	≤ Transmit period
	Transmit period
	40 bytes
	10 m x 5 m x 3 m
	Periodic
	Motion control and control-to-control use cases

	III
	100
	99,9999% to 99,999999%
	2 ms
	≤ Transmit period
	Transmit period
	20 bytes
	100 m x 100 m x 30 m
	Periodic
	Motion control and control-to-control use cases
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Fig. 1: Multiplexing/demultiplexing of multiple independent TSC flows on the same UE.

3 
SPS Enhancements
Given the very short cycle times, small data payloads and potentially large number of UEs per cell, the PDCCH overhead of dynamic scheduling can be significantly high, especially considering that high PDCCH aggregation levels will most likely be needed to ensure the required reliability targets. Consequently, PDCCH starvation and blocking problems may also become an issue. Similar concerns have been raised by other companies; for instance, [4] and the email discussion summary in [5].

A potential solution to this problem is to schedule the deterministic flows using SPS techniques, as these do not rely on downlink control information (DCI) for every data allocation. Furthermore, the periodic nature of SPS matches well with the deterministic properties of TSC traffic, meaning that it has the potential to provide the required latency and reliability without entailing large waste of radio resources or over-dimensioning of the system.
In the following we discuss two important enhancements that in our view are required to make SPS an efficient solution for TSC scheduling: i) support for shorter SPS periodicities and ii) Multiple simultaneous active SPS configurations.

3.1 Support for shorter SPS periodicities
The smallest SPS periodicity supported for NR Rel-15 is 10ms. Enhanced SPS should support periodicities no longer than 0.5 ms to support the traffic with the shortest periodicity as captured in Table 1. Taking cases with 30 kHz subcarrier spacing (SCS) as a reference, periodicities under a slot should be therefore supported and thus we propose to adopt at least similar periodicities as those standardized for (uplink) configured grants (CG): 2, 7 or n*14 OFDM symbols (see Table 2). As highlighted in our companion contribution [6], the performance in terms of latency and overhead could be further improved by allowing even more flexible periodicities such as every 2*n or 7*n symbols.
Table 2: For reference: Supported periodicities for configured grants (CG)

	TS 38.331 – ConfiguredGrantConfig

	periodicity ENUMERATED {

sym2, sym7, sym1x14, sym2x14, sym4x14, sym5x14, sym8x14, sym10x14, sym16x14, sym20x14,

sym32x14, sym40x14, sym64x14, sym80x14, sym128x14, sym160x14, sym256x14, sym320x14, sym512x14,

sym640x14, sym1024x14, sym1280x14, sym2560x14, sym5120x14,

sym6, sym1x12, sym2x12, sym4x12, sym5x12, sym8x12, sym10x12, sym16x12, sym20x12, sym32x12,

sym40x12, sym64x12, sym80x12, sym128x12, sym160x12, sym256x12, sym320x12, sym512x12, sym640x12,

sym1280x12, sym2560x12

},


Observation 1: SPS configuration should support periodicities shorter than 0.5ms to meet the requirements of Industrial IoT use cases. 
3.2 Multiple simultaneous active SPS configurations
Within a single machine with UE embedded in a single end station, there may be different TSN flows configured. Further, for cases where a single UE multiplexes/de-multiplexes traffic from/to multiple end stations, it is also beneficial to support multiple simultaneous active SPS configurations. An equivalent enhancement has been agreed for UL CGs; however, here we mainly target the support of different independent services (with potentially different transport block sizes, offset, periodicities, etc.) and not necessarily allowing different starting transmission occasions to improve latency and reliability of a single service (as data arrival times are known in advance). Because of the needed flexibility in terms of the SPS parameters mentioned above, independent RRC configuration is desired. Moreover, as the multiplexed traffic can be considered fully independent, also independent release DCI signalling is a reasonable assumption.  
Proposal 1: Different SPS configurations should have entirely independent configurations. 
Proposal 2: it should be possible to activate/deactivate different SPS configurations independently.
We want to refer once more to our companion contribution [6], where it is shown that multiple simultaneous active SPS/CG configurations may also facilitate the support of applications with a periodicity of non-integer multiple of the possible symbol durations in NR at much higher efficiency in terms of provisioning overhead on the air interface.

When it comes to the number of required simultaneous SPS configurations, SA1 requirements are quite vague with that respect, see for example Table 3, which is based on requirements from [2].

Table 3: Service requirements extract from TS 22.104

	Use case #
	Message size [byte]
	# of UEs
	# of sensors / actuators (TR 22.804)*
	Service area 

	1 (A 2.2.1)
	50
	≤ 20
	~20
	50 m x 10 m x 10 m

	2 (A 2.2.1)
	40
	≤ 50
	~50
	50 m x 10 m x 10 m

	A 2.2.3 

Mobile Robots 1, 3
	40-250
	<100**
	
	1 km^2


Number of UEs in use case A 2.2.3 is meant as the number of AGVs/mobile robots, which implies 1 UE per robot. Number of sensors per AGV is not given, but at least 6 different types of „service flows“ from/to AGVs are listed, which can be used as a guideline for RAN2. Additionally, we should consider the fact that the common number of Traffic Classes supported in TSN networks is 8. Finally, there is an aspect of complexity of the specification and implementation of the feature, which increases with the number of supported simultaneous configurations. Based on these considerations, we think that we should target a number that allows to address most common use cases while keeping the complexity on a reasonable level. We then propose to agree to support up to 8 simultaneous SPS configurations.

Proposal 3: Up to 8 simultaneous SPS configurations per BWP can be configured and activated for a UE at a time.

This number could be further reduced for some UEs supporting the feature based on capability signalling (e.g. UE could signal support for only 4 or 6 configured/active SPS configurations). However, such capability discussion can take place at a later stage.
4 
Potential Limitations

During the previous discussions on TSN traffic characteristics, many companies indicated potential impact on PHY layer, especially when SPS needs to support periodicities below slot level. In this section we shortly analyse potential impacts of such enhancement. 

Allowing shorter SPS periodicities and multiple simultaneous SPS configurations will require some changes to the current (i.e. Rel-15) HARQ-ACK feedback procedures and PUCCH timing. For instance, the latest Rel-15 physical layer specifications for control in TS 38.213 [7] indicate the following:

· A UE does not expect to be indicated to transmit HARQ-ACK information for more than one SPS PDSCH receptions in a same PUCCH [TS 38.213, Sec. 9.1].
·  A UE does not expect to transmit more than one PUCCH with HARQ-ACK information in a slot [TS 38.213, Sec. 9.2.3].
In other words, at most one SPS PDSCH reception may be acknowledged on a slot meaning that some changes are required to support HARQ-ACK for SPS periodicities of 2 or 7 OFDM symbols discussed in Section 3.1. As potential solutions to this problem, the gNB could e.g. instruct the UE to perform AND operation across the ACK/NACK feedback bit from each SPS PDSCH within a slot, or potentially multiplex them on a single PUCCH; i.e. there is a tradeoff between PUCCH overhead and HARQ feedback granularity. 
At the very high reliability and low latency requirements of TSN flows, the importance of individual SPS transmission ACK/NACK is relaxed because they cannot be used to guide the scheduler (any NACK is violation of service level agreement). In general, the value of HARQ-ACK feedback may depend on the specific application and its traffic characteristics and some of these aspects are discussed in the following:
· For short cycles of 0.5 ms:

·  ACK/NACK feedback may only be useful for monitoring/tracking packet error rate performance as there is not sufficient time for HARQ retransmissions. The adopted modulation and coding scheme (MCS) shall ensure the required reliability for a single-shot transmission.

· Consequently, it may not be necessary to deliver the HARQ-ACK feedback immediately after the PDSCH reception (e.g. on the same or following slot), and instead it could be multiplexed/bundled with other SPS PDSCH allocations to reduce uplink overhead. 

· However, in case the application allows a survival-time, providing HARQ-ACK feedback in a timely manner may still be beneficial as it allows the gNB to take some actions to reduce the probability of experiencing consecutive errors.

· For cycles ≥ 1 ms:

· Contrary to the previous case, timely HARQ-ACK feedback brings the possibility to fit one or potentially multiple HARQ retransmission while still fulfilling the latency budget. This allows more relaxed MCS selection which could potentially improve spectral efficiency. 

· Standard impact is less of an issue in this case, as no more than one SPS PDSCH allocation is expected per slot assuming that only one SPS configuration is active.

· For cases where multiple active SPS configurations are configured for a UE, these may potentially occur on the same slot even if the periodicity of each individual SPS configuration is larger. For this case, it is relevant to timely indicate if one or multiple SPS PDSCH within a slot are incorrectly decoded and trigger potential HARQ retransmissions if the latency budget allows.
As shown above, there can be indeed some PHY layer impacts. Even though, as discussed above, we think they can be addressed in relatively straightforward manner, this needs to be analyzed in detail by RAN1.
Proposal 4: SPS configuration should support periodicities shorter than 0.5ms. Periodicities as currently defined for CG configuration can be used as a baseline. FFS whether further enhancements for CG/SPS periodicities are needed (e.g. 2*n periodicities).
Proposal 5: Send an LS to RAN1 indicating the following guidelines with respect to SPS enhancements based on RAN2 analysis of TSC requirements, i.e.:

· Support for up to 8 simultaneously active SPS configurations per BWP

· Support for SPS periodicities aligned with those available for CG

· Support for cases where multiple SPS occasions occur in the same slot

Request RAN1 to do required specification work to support those requirements or provide feedback in case something is found infeasible or too complex.
Conclusions

Based on the discussion and observations from the paper, the following is proposed:
Proposal 1: Different SPS configurations should have entirely independent configurations. 

Proposal 2: it should be possible to activate/deactivate different SPS configurations independently.
Proposal 3: Up to 8 simultaneous SPS configurations per BWP can be configured and activated for a UE at a time.

Proposal 4: SPS configuration should support periodicities shorter than 0.5ms. Periodicities as currently defined for CG configuration can be used as a baseline. FFS whether further enhancements for CG/SPS periodicities are needed (e.g. 2*n periodicities).
Proposal 5: Send an LS to RAN1 indicating the following guidelines with respect to SPS enhancements based on RAN2 analysis of TSC requirements, i.e.:

· Support for up to 8 simultaneously active SPS configurations per BWP

· Support for SPS periodicities aligned with those available for CG

· Support for cases where multiple SPS occasions occur in the same slot

Request RAN1 to do required specification work to support those requirements or provide feedback in case something is found infeasible or too complex.
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