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1 Introduction
In the RAN#82 meeting, a new WI for Integrated Access and Backhaul was agreed and following objectives were specified for enhancements to L2 wireless transport [1].

· Specification of an adaptation layer above RLC layer. The adaptation layer supports routing across the wireless backhaul and IP as next protocol layer. 

· Extension of LCID space and potentially LCG space to support one-to-one mapping of UE bearers to BH RLC channels. The extension of LCID space and LCG space is applicable only to IAB-nodes.

· Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion. 

· Specification of mechanisms to enable lossless delivery in hop-by-hop ARQ.
In this paper, both hop-by-hop and end-to-end flow control mechanisms for downlink will be further discussed, especially for flow control feedback information and granularity of the feedback information. Several additional approaches which can be employed to alleviate the impacts of IAB BH link is introduced in [2].
2 Discussion
2.1
Overview of DL flow control mechanism
Clearly, a flow control mechanism involves a transmitting node and a receiving node. In the SI stage, it was agreed to consider a flow control mechanism to address data congestion for downlink transmissions, where the receiving IAB node may feedback some informations for flow control to the IAB donor or upstream IAB node. Upon receiving the flow control related informations, the transmitting IAB node will control the rate of downlink data transmission to the receiving IAB node. For example in Figure 1, the IAB donor can forward UE1’s DL packet towards UE1 via IAB node 1, IAB node 2, and IAB node 3. Once the backhaul link between IAB node 2 and IAB node 3 suffers link congestion or even blockage, IAB node 2 or IAB node 3 needs to report the status of this abnormal condition to its upstream node (IAB node 1) or the IAB donor which is responsible for executing flow control. Then IAB node1 or the IAB donor can stop feeding new DL data, until the congestion has been alleviated.
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Figure 1. Example scenario of flow control for IAB network
2.2 End-to-end flow control mechanism
For the E2E flow control mechanism, flow control will be executed by a central node, i.e. IAB donor. The IAB donor can consider feedback from all downstream IAB nodes and try to optimize DL data transmissions to achieve optimum data flow for all DL BH links. 
One aspect remained FFS was to determine which node should be considered as the receiving IAB node for E2E flow control. One option is that the receiving IAB node is any IAB node that is experiencing congestion, while the other option is that the UE’s access IAB node be considered the “receiving” node. Since in the current NR user plane protocol [3], F1-U based flow control mechanism can work well to handle the downlink data congestion problem by transmitting a DDDS frame from DU to CU. Therefore, an E2E flow control mechanism which an IAB node DU provides a DDDS frame to IAB donor CU-UP by F1*-U can be considered as a baseline to handle downlink congestion for IAB. Furthermore, in order to reuse DDDS mechanism which only supports UE DRB granularity feedback, only E2E flow control between IAB donor and UE’s access IAB node.

Proposal 1: End-to-end flow control is supported using the Flow control mechanism in F1-U between IAB donor CU-UP and UE’s access IAB node DU.

On the other hand, if congested IAB node can also be supported to E2E flow control mechanism to IAB donor CU-UP, F1-U based solution can be enhanced to support per RLC channel or per IAB node level reporting for intermediate IAB node.
2.3 Hop-by-hop flow control mechanism
Comparatively, HbH flow control is likely to be both simpler and more responsive when compared to the E2E flow control conducted by the IAB donor. In this approach flow control can be conducted with minimal delay based on the local feedback received from the adjacent downstream IAB node. The parent IAB node can immediately throttle the forwarding rate of the downlink packets. 
For HbH flow control, one point need to be considered is where to convey the flow control feedback related information. Based on the discussion during the SI stage, an adaptation layer is expected to be introduced for IAB node’s protocol architecture. Then flow control may be regarded as a basic function in adaptation layer, and an adaptation layer control PDU can be used to carry flow control feedback information. In addition, another potential solution to convey feedback information can be resided in MAC layer (may be similar to buffer status reporting with a MAC CE). However, adaptation layer is more suitable for transporting of flow control related feedback information due to reliability of lower layer.
Proposal 2: For HbH flow control, flow control related feedback can be carried via the adaptation layer.
Furthermore, there is also the need to discuss at what granularity feedback information, and particularly flow control, needs to be supported in IAB networks, e.g. at per UE level, per UE DRB level, per IAB node level, or per BH RLC-channel level. The following table provides a comparison among these four different granularities with their pros and cons.
Table 1. Comparison among four granularities of flow control
	Granularity
	Pros
	Cons

	IAB node level
	Small overhead
Can be used to feedback the BH link condition
	Can not reflect violations/degradation of QoS requirements at DRB level or UE level

	BH RLC-channel level
	Can reflect violations/degradation of QoS requirements at RLC-channel level 
Moderate overhead N:1 mapping of UE DRBs to BH RLC-channel based on QoS
	Larger overhead for one-to-one UE DRB to BH RLC-channel mapping

	UE level
	Can leverage the UE-specific ID in adaptation PDU if provided
Moderate overhead
	Can not reflect violations/degradation of QoS requirements at DRB level

Can not work if UE-specific ID is not provided in adaptation PDU

	UE DRB level
	Can reflect violations/degradation of QoS requirements at DRB level
Can leverage the UE-bearer-specific ID in adaptation PDU if provided
	Large overhead
Can not work if UE-bearer specific ID is not provided in adaptation PDU


Observation 1: Only UE DRB level or BH RLC channel level can work well in order to reflect the QoS requirements in flow control feedback information.
Observation 2: IAB node level flow control can be used to feedback the backhaul link condition.
Based on the comparison in the above table and observations, UE DRB level feedback similar to DDDS provides most flexibility and finer granularity to can reflect violations/degradation of QoS requirements at DRB level. However, we foresee some differences compared to DDDS, since the current DDDS reports can only provide UE DRB level reporting, which may not be the best approach for all the congestion cases in multi-hop IAB networks. For example, if some backhaul link suffers from congestion or blockage, congestion mitigation at the level of the backhaul RLC-channel or even the IAB node may be more effective than trying to mitigate congestion at the level of the individual UE DRB. What’s more, if RLC channel mapping rule is just between ingress RLC channel ID and egress RLC channel ID based on the configuration, UE DRB level feedback doesn’t work since UE-bearer specific ID is not provided in adaptation PDU. 
Therefore, when selecting the appropriate granularity for flow control reporting and feedback, the overhead and feasibility of providing this feedback, as well as the effectiveness of congestion mitigation scheme should be considered. 

Proposal 3: For HbH flow control, BH RLC channel level feedback can be used as baseline.
Proposal 4: For HbH flow control, UE DRB level feedback can be considered, if the UE-bearer-specific ID is provided in adaptation PDU.
When it comes to the context of the flow control feedback information, IAB node ID where congestion has occurred is no need for HbH flow control. What essential to be feedback is the flow control granularity ID (e.g. UE DRB ID and BH RLC channel ID) and corresponding buffer status. Besides, only flow control granularity ID where congestion has occurred can be regarded as another approach to save the signalling overhead.
Proposal 5: Flow control granularity ID (e.g. BH RLC channel ID and/or UE-bearer-specific ID) and optionally the corresponding buffer status shall be included in the HbH flow control feedback.
3 Conclusion and Proposals
In this contribution we further discuss hop-by-hop and end-to-end flow control mechanisms for IAB downlink, especially for flow control feedback information and granularity of the feedback information. And we make the following observations and proposals:
· E2E flow control

Proposal 1: End-to-end flow control is supported using the Flow control mechanism in F1-U between IAB donor CU-UP and UE’s access IAB node DU.

· HbH flow control

Observation 1: Only UE DRB level or BH RLC channel level can work well in order to reflect the QoS requirements in flow control feedback information.

Observation 2: IAB node level flow control can be used to feedback the backhaul link condition.

Proposal 2: For HbH flow control, flow control related feedback can be carried via the adaptation layer.

Proposal 3: For HbH flow control, BH RLC channel level feedback can be used as baseline.

Proposal 4: For HbH flow control, UE DRB level feedback can be considered, if the UE-bearer-specific ID is provided in adaptation PDU.

Proposal 5: Flow control granularity ID (e.g. BH RLC channel ID and/or UE-bearer-specific ID) and optionally the corresponding buffer status shall be included in the HbH flow control feedback.
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