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Introduction
Despite the fact that the last RAN2 meeting of the IAB SI (RAN2#104) concluded on the main architecture assumptions for IAB, it seems like companies were still promoting new architectures at the beginning of the WI (RAN2#105), mainly targeting 1:1 bearer mapping. In [1], a new user plane (UP) architecture is proposed based on double GTP tunneling from the CU-UP. A similar, but slightly different proposal based on double GTP tunneling is also considered in [2], which also considers another solution based on GTP proxy.
In addition to not being compliant to architecture group 1a that was agreed to be pursued during the WI, the proposed architectures have several problems.  
Analysis of Option B UP stack in [1]
Figure 1 shows the UP-protocol stack for the proposed architecture. Several straightforward observations about this proposal can be made:
· The architecture is not following the existing CU-UP architecture, instead a new CU-UP architecture is introduced to serve IAB nodes making the CU-UP treatment of IAB nodes different from normal DUs.
· The architecture leads to double tunneling, where GTP/UDP/IP layers including any IPsec layer are processed twice, which will have a severe impact on the HW usage etc.



Figure 1: The UP architecture proposed in [1]

Reading further in the text describing the proposal, it is stated that the F1-U traffic between the CU-UP and access IAB node can be protected with NDS (e.g. IPsec) or with PDCP (not shown). Both alternatives of applying security on such an architecture have some severe issues as discussed further below.
The way NDS/IPsec is currently defined in 3GPP is as a part of the Network Domain, not a part of the central traffic nodes (e.g. CU-UP). This makes it possible to separate the deployment of NDS/IPsec from the central traffic nodes and, for instance, use SEGs to protect transport links between sites etc. With the proposal to integrate NDS/IPsec inside the CU-UP, this principle is completely broken, leading to a tight connection between the traffic node and NDS/IPsec, which has several issues:
· It is not possible to utilize stand-alone SEGs to protect the traffic to the IAB node, which is most likely breaking requirements from 3GPP TS 33.210, which assumes that SEGs should be possible to use

· Significantly more IPsec tunnels need to be maintained since a given CU could include multiple logical CU-UPs and distribute UEs/bearers served by different DUs and IAB nodes among the different CU-UPs (in the baseline architecture, only one IPsec tunnel is needed between the SEG and IAB node).

· The IPsec tunnels are supported inside GTP tunnels (between the donor CU and donor DU), which could lead to that IPsec tunnels (between the CU-UP and IAB node) would need to be set up/torn down every time a UE bearer and its corresponding GTP tunnels (CU-UP to IAB node, and CU-UP to donor DU) are added/released, or when a UE is handed over to another node. Supporting such frequent IPsec tunnel management is, in our view, quite inefficient, as normally IPsec tunnels between sites/nodes are expected to be long-lived. 

· The solution requires double processing of IPsec, which will have a negative impact on the required HW, delay, maximum throughput. 
The alternative of using PDCP in the above architecture is also essentially flawed. PDCP is a point-to-point protocol, which means that two peer PDCP entities need to have a dedicated lower-layer tunnel/connection delivering PDCP PDUs between them. This means that, for a given IAB node / CU-UP association, a dedicated backhaul bearer is needed for every QoS class. Given further that every CU could have several CU-UP entities and may allocate UE bearers belonging to a given IAB node to any of these CU-UP entities, the number of backhaul bearers becomes very high, making it impossible to efficiently support the N:1 mapping between UE bearers and backhaul bearers which, operators have indicated to be a more essential scenario than 1:1 mapping. 
The PDCP solution also has issues with double processing (IP sec between the CU-UP and donor DU + PDCP between the CU-UP and IAB node), which will add delay, require more HW, impact maximum throughput etc. 
[bookmark: _Toc3538856][bookmark: _Toc3539057][bookmark: _Toc3539111][bookmark: _Toc3539787][bookmark: _Toc3789617][bookmark: _Toc4683465][bookmark: _Toc4683475][bookmark: _Toc4683485][bookmark: _Toc4683515]Option B in [1] is not in line with the existing CU-UP architecture. Instead a new CU-UP architecture is introduced to serve IAB nodes, making the CU-UP treatment of IAB nodes different from normal DUs.
[bookmark: _Toc3538857][bookmark: _Toc3539058][bookmark: _Toc3539112][bookmark: _Toc3539788][bookmark: _Toc3789618][bookmark: _Toc4683466][bookmark: _Toc4683476][bookmark: _Toc4683486][bookmark: _Toc4683516]Option B in [1] proposes a double tunneling solution, where GTP/UDP/IP layers including any security layers are processed twice, which will have a severe negative impact on the HW usage, delays, maximum throughput etc.
[bookmark: _Toc3538858][bookmark: _Toc3539059][bookmark: _Toc3539113][bookmark: _Toc3539789][bookmark: _Toc3789619][bookmark: _Toc4683467][bookmark: _Toc4683477][bookmark: _Toc4683487][bookmark: _Toc4683517]Option B in [1] is not in line with current NDS/IPsec requirements since it integrates NDS/IPsec inside the CU-UP, meaning that it does not support the separation of traffic nodes and NDS/IPsec, disabling the possibility to use of stand-alone SEGs required by TS 33.210.
[bookmark: _Toc3538859][bookmark: _Toc3539060][bookmark: _Toc3539114][bookmark: _Toc3539790][bookmark: _Toc3789620][bookmark: _Toc4683468][bookmark: _Toc4683478][bookmark: _Toc4683488][bookmark: _Toc4683518]Option B in [1] will most likely lead to an extreme increase in the required number of IPsec tunnels as well as in the IPsec signaling. In the worst case, an IPsec tunnel is needed for every UE bearer.
[bookmark: _Toc3538860][bookmark: _Toc3539061][bookmark: _Toc3539115][bookmark: _Toc3539791][bookmark: _Toc3789621][bookmark: _Toc4683469][bookmark: _Toc4683479][bookmark: _Toc4683489][bookmark: _Toc4683519]The proposal to use PDCP as an alternative to NDS/IPsec in option B in [1] is not in line with the assumptions of N:1 mapping, since PDCP is a point-to-point protocol that expects a dedicated BH channel for every permutation of IAB node, CU-UP and QoS class.
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Analysis of UP stack solutions in [2]
This paper contains two solutions, called alternative f) and g). See below. 


[bookmark: _Ref536174359]Figure 2. The UP protocol stack of alternative f)


[bookmark: _Ref536177812]Figure 3. The UP protocol stack of alternative g)
On a high level, alternative g) has similar issues as Option B in [1], i.e.:
· It introduces a new CU-UP architecture,
· It introduces double processing in the UP in the CU-UP,
· It also introduces extra processing in Donor DU to support two-hop NDS/IPsec and decapsulate GTP.
[bookmark: _Toc3538861][bookmark: _Toc3539062][bookmark: _Toc3539116][bookmark: _Toc3539792][bookmark: _Toc3789622][bookmark: _Toc4683470][bookmark: _Toc4683480][bookmark: _Toc4683490][bookmark: _Toc4683520]Alternative g) in [2] has similar issues as Option B in in [1] when it comes to changing the CU-UP architecture and introducing extra processing, which will increase latency, reduce throughput and increase HW use. 
In our view, alternative f) on the other hand has some advantages over g), since it does not change the CU-UP architecture. The main issues with this alternative are the extra processing in the Donor DU to perform GTP proxy functionality and to terminate 2-hop NDS/IPsec. Typically, this processing is quite “expensive”, especially if it needs to be applied to all the traffic, since it requires to perform one extra IPsec decapsulation and encapsulation. It could, however, be considered to apply this solution only for the traffic requiring 1:1 mapping i.e. the services that could benefit from 1:1 mapping (e.g. VoIP/GBR services). In that way, the negative impact would be confined.
An alternative to supporting GTP proxy as in alternative f) is for the Donor DU using two-hop NDS/IPsec to just inspect the inner GTP tunnel in order to apply 1:1 mapping. 
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[bookmark: _Toc3538863][bookmark: _Toc3539064][bookmark: _Toc3539118][bookmark: _Toc3539794][bookmark: _Toc3789624][bookmark: _Toc4683472][bookmark: _Toc4683482][bookmark: _Toc4683492][bookmark: _Toc4683522]The main issue with alternative f) is the extra processing in Donor DU associated with two-hop NDS/IPsec and GTP proxy functionality.
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[bookmark: _Toc3789626][bookmark: _Toc4683474][bookmark: _Toc4683484]Based on the above discussion, we propose the following:
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[bookmark: _Toc3538869][bookmark: _Toc3539070][bookmark: _Toc3539124][bookmark: _Toc3539799][bookmark: _Toc3789630][bookmark: _Toc4683497][bookmark: _Toc4683527][bookmark: _Toc4701279][bookmark: _Toc4701338]Alternative f) in [2] could be used for 1:1 mapping. However, it not really needed since other methods can be used to perform 1:1 mapping such as using IPv6/flow labels or using two-hop NDS/IPsec and inspect the inner GTP tunnel.
Conclusion
[bookmark: _Toc528842915]In earlier sections we made the following observations:
Observation 1	Option B in [1] is not in line with the existing CU-UP architecture. Instead a new CU-UP architecture is introduced to serve IAB nodes, making the CU-UP treatment of IAB nodes different from normal DUs.
Observation 2	Option B in [1] proposes a double tunneling solution, where GTP/UDP/IP layers including any security layers are processed twice, which will have a severe negative impact on the HW usage, delays, maximum throughput etc.
Observation 3	Option B in [1] is not in line with current NDS/IPsec requirements since it integrates NDS/IPsec inside the CU-UP, meaning that it does not support the separation of traffic nodes and NDS/IPsec, disabling the possibility to use of stand-alone SEGs required by TS 33.210.
Observation 4	Option B in [1] will most likely lead to an extreme increase in the required number of IPsec tunnels as well as in the IPsec signaling. In the worst case, an IPsec tunnel is needed for every UE bearer.
Observation 5	The proposal to use PDCP as an alternative to NDS/IPsec in option B in [1] is not in line with the assumptions of N:1 mapping, since PDCP is a point-to-point protocol that expects a dedicated BH channel for every permutation of IAB node, CU-UP and QoS class.
Observation 6	Alternative g) in [2] has similar issues as Option B in in [1] when it comes to changing the CU-UP architecture and introducing extra processing, which will increase latency, reduce throughput and increase HW use.
Observation 7	Alternative f) in [2] has less architecture issues than alternative g) and Option B in the sense that the existing CU-UP architecture can be reused.
Observation 8	The main issue with alternative f) is the extra processing in Donor DU associated with two-hop NDS/IPsec and GTP proxy functionality.
Observation 9	An alternative to alternative f) is for the Donor DU using two-hop NDS/IPsec to just inspect the inner GTP tunnel in order to apply 1:1 mapping.

Based on the discussion in earlier sections we propose the following:
Proposal 1	Option B in [1] should not be supported for IAB.
Proposal 2	Alternative g) in [2] should not be supported.
Proposal 3	Alternative f) in [2] should not be supported for N:1 mapping since it would introduce a lot of extra processing. Instead the alternative e) in TR 38.874 should be used.
Proposal 4	Alternative f) in [2] could be used for 1:1 mapping. However, it not really needed since other methods can be used to perform 1:1 mapping such as using IPv6/flow labels or using two-hop NDS/IPsec and inspect the inner GTP tunnel.
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