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1	Introduction
Based on the email discussion [105#50][NR-U] RACH 4-step and SR [1], the majority of the companies prefers not to increase the preamble transmission counter and the SR counter when the preamble/SR is not actually transmitted, and to introduce a separate UL LBT monitoring mechanism to avoid deadlock. 
In this contribution, we provide our views on how the UL LBT monitoring mechanism works based on this assumption. 
2	Discussion
It was agreed in the previous RAN2 meeting that “Consistent LBT failures can lead to RLF, at least for UL transmissions, for which consistent failures can currently eventually lead to RLF”. Whether to have common or separate UL LBT monitoring mechanism for the UL channels, e.g. PRACH, PUSCH, PUCCH was discussed without conclusion. It would depend very much on what actions to take when continuous LBT failure happens on those channels.
Currently, SR failure triggers RACH and RACH failure eventually triggers RLF. PUSCH failure is not handled in MAC but only rely on RLC retransmission failure for AM which will trigger RLF in the end. 
It has been proposed in several papers to trigger RLF when continuous UL LBT failure happens. But since LBT failure only concerns the narrow band sub-channel where LBT is performed and the cell could have much wider bandwidth, it should be discussed, upon detection of systematic UL LBT failure, whether the UE should trigger RLF directly or it could try other sub-channels as re-establishment would cause interruption and overhead for reconfigurations thus should rather be avoided. 
[bookmark: _GoBack]For SR procedure, if the SR counter is not increased when SR is not transmitted due to LBT failure, it seems reasonable that continuous UL LBT on the SR resource should trigger RACH other than RLF like in legacy, since it is possible that the PRACH resource and the SR resource are on different LBT sub-channels. If not, it could switch to another BWP to perform RACH there, as proposed in [2][3][4][5]. 
Similarly, continuous LBT failure on configured grant PUSCH resources could cause deadlock as the data would be stuck at MAC layer without any RLC retransmissions triggered. RACH on different sub-channels could be triggered for this case as well to inform the network of the situation. If the current BWP does not have PRACH resource on different sub-channels, the UE could switch to another BWP to perform RACH there. Or BWP switching could always happen to simplify UE behaviour - with less options to be supported depending on the configured grant and PRACH resource configuration as well as the BWP configuration. 
Besides, it could be beneficial to indicate in Msg3 about which sub-channel is experiencing continuous LBT failure so that the network can take care of possible reconfigurations. 
Proposal 1: continuous LBT failure during SR procedure triggers RACH on another BWP with configured PRACH resources and different LBT sub-channels. 
Proposal 2: continuous LBT failure on configured grant PUSCH resources triggers RACH on another BWP with configured PRACH resources and different LBT sub-channels. 
Proposal 3: Which sub-channel is experiencing continuous LBT failure is reported to the network during RACH procedure.
For RACH, when continuous LBT failure happens for preamble, in principle trigger RACH on another BWP with different LBT sub-channels could bring some gain as well, but it might complicate the procedure as the UE needs to remember how many switching has been done and at some point RLF needs to be triggered. It could be simpler to follow the legacy behaviour for RACH failure case, i.e. continuous LBT failure for PRACH on PCell triggers RLF, on SPCell triggers SCG failure report, and on SCell triggers SCell failure report. 
Proposal 4: continuous LBT failure for PRACH on PCell triggers RLF, on SPCell triggers SCG failure report, and on SCell triggers SCell failure report. 
Based on above, different behaviour is desired for failure on different channels/procedures, it would be good to separately monitor UL LBT on different channels. Whether to capture them in a common procedure or separately for PUSCH, the RACH, and SR procedure is a separate issue. 
Proposal 5: LBT failures for SR, PUSCH and PRACH are separately monitored, even though they can be captured in a common procedure if considered simpler.
3	Conclusion
UL LBT failure handling is discussed in this contribution with the following proposals proposed:  
Proposal 1: continuous LBT failure during SR procedure triggers RACH on another BWP with configured PRACH resources and different LBT sub-channels. 
Proposal 2: continuous LBT failure on configured grant PUSCH resources triggers RACH on another BWP with configured PRACH resources and different LBT sub-channels. 
Proposal 3: Which sub-channel is experiencing continuous LBT failure is reported to the network during RACH procedure.
Proposal 4: continuous LBT failure for PRACH on PCell triggers RLF, on SPCell triggers SCG failure report, and on SCell triggers SCell failure report. 
Proposal 5: LBT failures for SR, PUSCH and PRACH are separately monitored, even though they can be captured in a common procedure if considered simpler.
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