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Introduction
In RAN#80, a new SI “Solutions for NR to support Non-Terrestrial Network” was agreed [1]. It is a continuation of the preceding SI “NR to support Non-Terrestrial Networks” (RP-171450), where the objective was to study the channel model for the non-terrestrial networks, to define deployment scenarios, parameters and identify the key potential impacts on NR. The new study item that had update SID [3] has the objective at evaluating potential solutions addressing the minimum necessary identified key impact areas from the previous activity and to study impact on RAN protocols/architecture. The objectives for layer 2 and above are:
	· Study the following aspects and identify related solutions if needed: Propagation delay: Identify timing requirements and solutions on layer 2 aspects, MAC, RLC, RRC, to support non-terrestrial network propagation delays considering FDD and TDD duplexing mode. This includes radio link management. [RAN2]
· Handover: Study and identify mobility requirements and necessary measurements that may be needed for handovers between some non-terrestrial space-borne vehicles (such as Non Geo stationary satellites) that move at much higher speed but over predictable paths [RAN2, RAN1]
· Dual connectivity [RAN3 aspects] involving
· NTN-based NG-RAN (Transparent GEO or LEO satellites) and terrestrial based NG-RAN access: Xn terminated on the ground
· or two NTN-based NG-RAN access (between Regenerative LEO satellites): Xn over ISL

· Architecture: Identify needs for the 5G’s Radio Access Network architecture to support non-terrestrial networks (e.g. handling of network identities) [RAN3]
· Paging: procedure adaptations in case of moving satellite foot prints or cells

Note:
· This new study item does not address regulatory issues.



In RAN2#103bis, it is agreed to study the following UP and CP aspects:
UP Impacts to study 
1. DRX
2. HARQ 
3. Random access response 
4. RLC/PDCP reordering (e.g. timers and SN space)
5. SDAP => no impact
Impacts to study for CP
1. Mobility 
2. TA management and update 


In RAN2#104, the following is agreed for tracking area and paging topic:



Agreements:
1. RAN2 to study solutions for two different type of UE categories 1) with GNSS support, 2) without GNSS support
2. For GEO, the current tracking area management is assumed as a baseline
3. For LEO with moving beams study fixed and moving tracking area solutions 



In this paper, we discuss tracking area management and update for NTN.

[bookmark: _Ref178064866]Discussion
Paging capacity calculations are slightly more relevant for GEO than for LEO as the assumed NR cell size is larger for GEO. The maximum values for cell diameter assumed in TR 38.821 are 1000km for GEO and 500km for LEO but with 500km and 200km respectively, used as the reference beam footprint diameter. A related discussion is the capacity of an NR cell, with respect to paging, but also with respect to the number of RACH preambles. However, under this AI, we should check the available paging capacity and consider if 500km or 200km NR cell radius is feasible from that perspective.
The theoretical paging capacity in NR is limited by the number of Paging Occasion, PO, in a Paging Frame, PF. Every Radio Frame, RF, can be configured to be a PF but there can be at most 4 PO per PF. In a non-multibeam scenario 4 out of 10 subframes per PF can be used for paging. A non-multibeam scenario is a scenario where there is one SSB per NR cell. The resulting maximum paging capacity with 100 PF per second is thus in 4*100 = 400 PO per second. Each PO can at most include 32 paging records in the paging message where each paging record includes a UE identity of the UE being paged. This implies that theoretically, an NR cell can page 32*400 = 12800 UEs per second, or equivalently, more than 46 Million UEs per hour (12800*60*60). I.e. from the network perspective, there are 1,44 Million occasions per hour to send a paging message and at each occasion, at most 32 UEs can be included in the paging message.

[bookmark: _Toc528870199][bookmark: _Toc1064022][bookmark: _Toc4676396][bookmark: _Toc4679757]Theoretically, a non-multibeam NR cell can page 32*400 = 12800 UEs per second, or equivalently, more than 46 Million UEs per hour (12800*60*60).
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Figure 1 Area of a hexagonal cell with radius r
The theoretical capacity should be compared to the expected user densities for NTN cells. In the email discussion on requirements, some numbers for user densities have been mentioned and also proposed to be included in TR 38.821, but not yet agreed. If the proposed user densities, of Table B.1-1 in TP of email discussion to TR 38.821, is added for the different scenarios, a total of 620 users per km2 is assumed.  The cell area of a hexagonal cell using a radius of 250km, see Figure 1, we get a cell area larger than 163 000km2. Then, if we assume ellipsoid NTN cells and assume r1=250km and r2=200km, the cell area becomes 157 000 km2. From these, we could estimate the cell area to be around 160 000 km2. With the proposed user density, there will be more than 100 Million of users per cell.

[bookmark: _Toc4676397][bookmark: _Toc4679758]With user density of 620 users per km2 and around 250 km cell radius, there will be more than 100 Million of users per cell.

The total number of users does not tell how many UEs that are active. With the Activity factors proposed in the same Table 7.1-1 in TR 38.821, ~410 users per km2 would be active. To estimate the paging load, one would also need an estimate on how often a UE access the system and if the access is network originated (paging + random access) or mobile originated (random access), i.e. the Activity factor does not describe the arrival rate etc. in the cell. 

[bookmark: _Toc4679759]The activity factor does not describe the network originated call arrival rate.

If we assume that all of the 620 users per km2 needs to get paged once per hour, that is disregarding the activity factor. And, using the cell radius of 250km from the reference cell size in TR 38.821, we get a cell area larger than 163 000km2 as shown above. In this case, less than half of the UEs could be paged per hour since there is a maximum of 46 Million paging messages per hour and more than 100 Million users that needs to get paged. Or equivalently, the paging channel is overloaded to ~218%. 
If it instead is assumed that 20% of all UEs in a cell needs to be paged once per 24 hours to access the system, then 0.2*46*106/24=~840 000 users need to get paged per hour, i.e. using less than 2% of the capacity of the paging channel. 

[bookmark: _Toc4676398][bookmark: _Toc4679760]If we assume that network originated call arrival rate is such that 20% of all UEs in a cell needs to be paged once per 24 hours to access the system, then ~840 000 users need to get paged per hour, i.e. using less than 2% of the capacity of the paging channel.

The number of UEs that is feasible to be paged per hour will most likely be limited by other means than the available paging occasions. Therefore, the paging capacity should also be considered together with the RACH capacity. If the users of previous example are paged and then need to access the system over one hour we need to configure approximately 100*840 000 preamble opportunities per hour just to support UEs being paged, (The factor 100 is used to achieve a collision rate of less than ~1% for slotted Aloha). We assume every slot is configured for PRACH and 56 preambles is configured in system information for contention based PRACH, that is for UEs making initial access after being paged or after UE originating call and it leaves 8 for contention free access. Thus, we get that 8,4*107 / 56~=1,5 Million subframes is needed which gives a RACH load of approximately 42% (1,5*106 /3,6*106).  
It should be noted that this assumes that the gNB can detect all 56 preambles in those slots. Using the user density proposed in the TR 38.821 and the assumption that only 20% of these users should be paged per 24 hours, could for certain scenarios be regarded as fairy low. Even so, the example above indicates that both the paging channel but more probably, the RA channel will become a limiting factor for the large cells of NTN. 
In appendix we provide a TP capturing paging capacity calculations for both GEO and LEO with non-multibeam assumption. It is proposed to adopt the TP to be included in TR.
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The above calculations are done with non-multibeam assumption. With multibeam assumption where on cell can have more than one SSB beams, the paging occasion definition is more complicated due to beam sweeping. It should be discussed if RAN2 should make paging capacity calculations also for the multibeam assumption.

[bookmark: _Toc4082137][bookmark: _Toc4676422][bookmark: _Toc4679768]RAN2 to discuss if paging capacity calculations need to be repeated for GEO or LEO for the multibeam assumption where on cell can have more than one SSB beams


Conclusion
We made the following observations:
Observation 1	Theoretically, a non-multibeam NR cell can page 32*400 = 12800 UEs per second, or equivalently, more than 46 Million UEs per hour (12800*60*60).
Observation 2	With user density of 620 users per km2 and around 250 km cell radius, there will be more than 100 Million of users per cell.
Observation 3	The activity factor does not describe the network originated call arrival rate.
Observation 4	If we assume that network originated call arrival rate is such that 20% of all  UEs in a cell needs to be paged once per 24 hours to access the system, then 0.2*46*106/24=~840 000 users need to get paged per hour, i.e. using less than 2% of the capacity of the paging channel.

We propose the following:
Proposal 1	RAN2 to adopt the TP to be included in TR 38.821
Proposal 2	RAN2 to discuss if paging capacity calculations need to be repeated for GEO or LEO for the multibeam assumption where on cell can have more than one SSB beams
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Appendix


-_____________________start of TP_____________

7.3.1 	Idle mode mobility enhancements
7.3.1.x Paging capacity for NTN

The theoretical paging capacity in NR is limited by the number of Paging Occasion, PO, in a Paging Frame, PF. Every Radio Frame, RF, can be configured to be a PF but there can be at most 4 PO per PF. In a non-multibeam scenario 4 out of 10 subframes per PF can be used for paging. A non-multibeam scenario is a scenario where there is one SSB per NR cell. The resulting maximum paging capacity with 100 PF per second is thus in 4*100 = 400 PO per second. Each PO can at most include 32 paging records in the paging message where each paging record includes a UE identity of the UE being paged. This implies that theoretically, an NR cell can page 32*400 = 12800 UEs per second, or equivalently, more than 46 Million UEs per hour (12800*60*60). I.e. from the network perspective, there are 1,44 Million occasions per hour to send a paging message and at each occasion, at most 32 UEs can be included in the paging message.
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Figure 1 Area of a hexagonal cell with radius r
The theoretical capacity should be compared to the expected number of users in an NTN cell. The cell area of a hexagonal cell using a radius of 250km, see Figure 1, we get a cell area larger than 163 000km2. Then, if we assume ellipsoid NTN cells and assume r1=250km and r2=200km, the cell area becomes 157 000 km2. From these, we could estimate the cell area to be around 160 000 km2. With 620 users per km2, there will be more than 100 Million of users per cell. 
In this case, less than half of the UEs could be paged per hour since there is a maximum of 46 Million paging messages per hour and more than 100 Million users that needs to get paged. Or equivalently, the paging channel is overloaded to ~218%. If it instead is assumed that 20% of all UEs in a cell needs to be paged once per 24 hours to access the system, then 0.2*46*106/24=~840 000 users need to get paged per hour, i.e. using less than 2% of the capacity of the paging channel. 
The number of UEs that is feasible to be paged per hour will most likely be limited by other means than the available paging occasions. Therefore, the paging capacity should also be considered together with the RACH capacity. If the users of previous example are paged and then need to access the system over one hour we need to configure approximately 100*840 000 preamble opportunities per hour just to support UEs being paged. The factor 100 is used to achieve a collision rate of less than ~1% for slotted Aloha. We assume every slot is configured for PRACH and 56 preambles is configured in system information for contention based PRACH, that is for UEs making initial access after being paged or after UE originating call and it leaves 8 for contention free access. Thus, we get that 8,4*107 / 56~=1,5 Million subframes is needed which gives a RACH load of approximately 42% (1,5*106 /3,6*106).  
It should be noted that this assumes that the gNB can detect all 56 preambles in those slots. 

___________________________end of TP________________
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