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1. Introduction
In the last meeting, it is agreed on the following related to consistent LBT failure:
· Consistent LBT failures can lead to RLF, at least for UL transmissions, for which consistent failures can currently eventually lead to RLF 
· How to handle it is for further discussion (e.g. existing methods or new mechanism)
In this contribution, we explain how existing UL MAC procedure, RRM and RLM can be used to handle consistent UL LBT failures.  
2. Discussion
2.1. Existing mechanisms of monitoring consistent UL LBT failures
There is currently no definition of what consistent UL LBT failure really meant. The rough definition implied in the various contributions seem to be that  there is an high number of consecutive LBT failures while UE is executing a UL procedure (e.g. SR procedure, RACH procedure etc.) and blocking the procedure from succeeding.
Observation 0: There is no clear definition of what consistent UL LBT failure is.
In the following, it is assumed that consistent UL LBT failure is defined that there is an high number of UL LBT failure on consecutive UL resource for a physical channel.
For UL transmission, whenever there are UL data available to send and there is no UL resources available to perform UL transmission, the corresponding MAC entity will trigger BSR which in turn triggers SR.  Once SR is triggered, the MAC will initiate the SR procedure where it will prompt the L1 to perform in one of the valid SR resource. In some poor radio conditions or if gNB is overloaded, the UE may be stuck in executing the SR procedure for a prolong period and it would lead  the UE into performing random access and subsequently initiates RRC re-establishment procedure if the random access fails. In order to avoid UE being stuck in this situation, the SR procedure corresponding to a SR configuration has a SR_Counter. Consistent UL LBT failure can be considered as another factor of poor RF condition (i.e. the channel load is very high).  By taking UL LBT failure into consideration in SR_Counter (i.e. SR counter is incremented when SR transmission fails LBT), consistent UL LBT failure can be detected via existing SR procedure and SR counter.
Observation 1: Consistent UL LBT failure can be detected via existing SR procedure and SR counter.
However, in some situation (e.g. DSR is not be configured or SR reaches the max) and random access procedure is initiated. Again, in some poor radio conditions or if gNB is overloaded, the UE may be stuck in executing the random access procedure for a prolong period and it would be good for UE to inform RRC that there is random access problem.  In random access procedure, there is again the PREAMBLE_TRANSMISSION_COUNTER ensures that a UE is not stucked in this situation, if the maximum value is reached, the MAC layer will indicate a random access problem to upper layer, and the RRC will initiate the RRC re-establishment procedure. In order to avoid UE being stuck in this situation, the UE performs preamble transmission for up to preambleTransMax. 
For the case of LBT failure indication for preamble (re)transmission, LBT failure can be considered as another factor of poor RF condition (i.e. the channel load is very high).  It may be argued that this may affect the UE reaching the maximum transmission power.  Maximum preamble transmission attempts always has to set larger than the maximum power-ramping attempts in order to ensure that the maximum UE TX power can be reached for preamble transmission. Note that in NR,  power ramping counter may also be suspended (due to L1 indication) while preamble transmission counter is still incremented.  Another issue that was raised is that counter may reach its maximum quite quickly if the periodicity of RACH occasion is configured shorter than the LBT backoff time. RAN 1 has agreed that the PRACH transmission will always use the lowest access priority class value (i.e. the backoff time is between 3 and 7 WiFi slots). Hence the maximum LBT backoff time is only 88us or 0.088ms). Furthermore, network configuration can always ensure that the periodicity of RACH Occasion of a SSB is not configured shorter than the maximum LBT backoff time.  By considering UL LBT failure into consideration in PREAMBLE_TRANSMISSION_COUNTER (i.e. PREAMBLE_TRANSMISSION_COUNTER is incremented regardless of preamble transmission failure), consistent UL LBT failure can be detected via existing RACH procedure and preamble transmission counter.
Observation 2a: Maximum preamble transmission attempts always has to be set larger than the maximum power-ramping attempts in order to ensure that the maximum UE TX power can be reached for preamble transmission. Note that in NR,  power ramping counter may also be suspended (due to L1 indication) while preamble transmission counter is still incremented.
Observation 2b: Network configuration can ensure that the periodicity of RACH Occasion of a SSB is not configured shorter than the maximum LBT backoff time
Observation 2c: Consistent UL LBT failure can be detected via existing RACH procedure and preamble transmission counter.
RLM is based on the detection of the NR-u DRS and CSI-RS.  But due to DL LBT, the DRS and CSI-RS cannot be transmitted by the gNB. This results in UE not able to detect DRS and CSI-RS transmission. As NR-u is operating in TDD mode and the UL and DL is on the same carrier frequency, the DL and UL LBT may be the same in some deployment and the RLM is able to also detect for any consistent UL LBT failure.
Observation 3: In some deployment, the DL and UL LBT may be the same and the RLM is able to also detect for any consistent UL LBT failure
In other cases, the DL and UL LBT may differs due to the presence of hidden nodes (e.g. WiFi nodes etc.). RAN2 has already agreed during the SI phase to introduce RSSI and channel occupancy reporting. Such measurement are specifically introduced to detect hidden node issue before they become an issue for the UE. 
Observation 4:  In cases where DL and UL LBT may be different due to hidden node issue, RAN2 has already agreed to introduce RSSI and channel occupancy reporting specifically to detect hidden node issue and resolve them before they become an issue for the UE.
For PUSCH, the (re)transmission is handled by the corresponding RLC bearer(s). Once the RETX_COUNT reaches the  maxRetxThreshold, an indication will be sent to RRC. Such indication may trigger the RRC connection reestablishment for the standalone case or SCG failure indication for the DC case.  Therefore, UE has already a build in mechanism to handle consistent failures on the UL link.
Observation 5:  Consistent UL LBT failure can be handled via existing mechanism where the MCG/SCG RLC reaches the maximum number of retransmissions, it will trigger RRC re-establishment or SCG failure reporting.
2.2. Separate mechanism for handling consistent UL LBT failure
There are proposals [1][2][3] to introduce a new mechanism to handle consistent UL LBT failure. The idea is to use a separate counter to count the number of LBT failues. It can be generalized into 2 approaches:
1) A new counter is introduced within the MAC procedure (e.g. RACH procedure, SR procedure etc.). The outcome when the counter reaches its configured maximum threshold is the same as the failure case for each procedure.
As described in the previous section, each of the procedures mentioned can already handle LBT failures with the existing counters and there is no need to introduce a separate LBT counter. A separate counter mechanism will only introduce more complexity to the UE implementation .
Observation 6:  Based on Observations#1 to #5, all UL procedures can handle with existing procedure. There is no need to introduce a separate new counter into each procedure to handle the consistent UL LBT failure.

2)	Introduce an unified procedure which monitors the LBT outcome of all UL transmission (e.g. PRACH, PUSCH, DSR/PUCCH etc.). The outcome seems to be the same as either RRC re-establishment or SCG failure reporting
The advantage cited is reduced complexity in UE logic. 
However, from our analysis, having a one counter approach actually complicate the UE logic. Since LBT failures are not all equal due to the differences in channel access priority. For example, Configured Grant uses different CAPC depends on logical channel, DSR always use the highest priority for CAT4, CAPC for PUSCH is assigned via DCI and may depend on whether it shares the gNB COT or performs CAPC indicated by gNB, SRS is TBD( depends on RAN1) and is not visible to the MAC.  This may mean that DSR may succeed in LBT in a certain load condition. On the other hand, the subsequent PUSCH may fail LBT in the same load condition as its LBT parameters are different. From table below as extracted from 38.889, DSR used a lowest CAPC value of CAT4 (i.e. only block for max 25us+7*9us = 88us if channel is busy) to transmit while for PUSCH may take longer since the LBT duration (using higher CAPC value CAT4, the LBT backoff can take up to 25us+1023*9us=9ms) can take longer  This means that the LBT failure for DSR maybe much smaller than PUSCH as it is less likely to fail because of LBT backoff.
Table 7.2.1.3.1-4: Channel access schemes for initiating a COT by UE as LBE device
	
	Cat 2 LBT
	Cat 4 LBT

	PUSCH (including at least UL-SCH with user plane data)
	N/A except for the cases discussed in Note 2 below
	Channel access priority class is selected according to the data

	SRS-only
	N/A
	Cat4 with lowest channel access priority class value (as in LTE eLAA)

	RACH-only
	(see Note 2)
	Cat4 with lowest channel access priority class value

	PUCCH-only
	(see Note 2)
	Cat4 with lowest channel access priority class value



Note 2: Applicability of a channel access scheme other than Cat 4 for the following signals / channels have been discussed and details are to be determined when the specifications are developed:
-	UL control information including UCI only on PUSCH, e.g. HARQ-ACK, Scheduling Request, and Channel State Information
-	Random Access

It is not possible to use a single counter to count for all type of LBT failues. Otherwise, the UL RLM procedure will be very complicated.
Observation 7:  An unified procedure will be very complicated due to the fact that LBT failues come from different sources and to accurately trigger a recovery procedure requires maintaining LBT failure reason for different type of LBT class and priority.

Based on the above observations, it is proposed:
Proposal#1: Use existing mechanism to handle UL LBT failure, i.e. new additional mechanism should not be introduced to handle UL LBT in UL transmission (SR, RACH, PUSCH transmission) except power ramping counter in RACH.  
3. Conclusion
RAN 2 to discuss and adopt the following proposals:
Observation 0: There is no clear definition of what consistent UL LBT failure is.
Observation 1: Consistent UL LBT failure can be detected via existing SR procedure and SR counter.
Observation 2a: Maximum preamble transmission attempts always has to set larger than the maximum power-ramping attempts in order to ensure that the maximum UE TX power can be reached for preamble transmission. Note that in NR,  power ramping counter may also be suspended (due to L1 indication) while preamble transmission counter is still incremented.
Observation 2b: Network configuration can ensure that the periodicity of RACH Occasion of a SSB is not configured shorter than the maximum LBT backoff time
Observation 2c: Consistent UL LBT failure can be detected via existing RACH procedure and preamble transmission counter.
Observation 3: In some deployment, the DL and UL LBT may be the same and the RLM is able to also detect for any consistent UL LBT failure
Observation 4:  In cases where DL and UL LBT may be different due to hidden node issue, RAN2 has already agreed to introduce RSSI and channel occupancy reporting specifically to detect hidden node issue and resolve them before they become an issue for the UE.
Observation 5:  Consistent UL LBT failure can be handled via existing mechanism where the MCG/SCG RLC reaches the maximum number of retransmissions, it will trigger RRC re-establishment or SCG failure reporting
Observation 6:  Based on Observations#1 to #5, all UL procedures can handle with existing procedure. No need to introduce a separate new counter into each procedure to handle the consistent UL LBT failure.
Observation 7:  An unified procedure will be very complicated due to the fact that LBT failues come from different sources and to accurately trigger a recovery procedure requires maintaining LBT failure reason for different type of LBT class and priority.
Proposal#1: Use existing mechanism to handle UL LBT failure, i.e. new additional mechanism should not be introduced to handle UL LBT in UL transmission (SR, RACH, PUSCH transmission) except power ramping counter in RACH.  
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