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1 Introduction
At RAN2#105 the topic of fast MCG link recovery was discussed. Some agreements were made:
Agreements

1. MCG failure can be indicated to the network via the SCG. FFS if via SCells. 

2. FFS how the failure is indicated, which SRBs, and which failure case the fast MCG failure recovery.  

3. We will aim to have a unified solution for the failure cases that we want to address. 

However, it still remains to discuss some details of fast MCG recovery such as, for which MCG failures fast MCG recovery should apply, details on indication of the failure and which SRB(s) to use for the indication. Thus, the following email discussion was agreed to continue the discussion on fast MCG link recovery:

· [105#55][NR/eCA-DC] MCG failure (vivo)

Summarize the different options for 1) Failure indication message, 2) SRBs to use and 3) which failure cases to address 

Intended outcome: Report to next meeting

Deadline: Thursday 28/03/2019
To allow sufficient time to prepare the Report with Proposals before paper submission deadline, we would like to schedule this email discussion in two phases as follows:

· Phase 1: Companies are invited to provide inputs and comments for questions.

Deadline: Tuesday 26/03/2019

· Phase 2: Rapporteur will provide email discussion Reports with Proposals.

Deadline: Thursday 28/03/2019

The contributions [3] to [30] discussed MCG fast recovery, including MCG failure for fast recovery, failure indication message SRBs to use for fast recovery, and procedure for fast recovery.
This email discussion looks at the following aspects as mentioned above:

1) Which failure cases are addressed for fast MCG recovery?
2) What is the UE behavior after triggering fast recovery procedure?
3) Which SRBs are used?
4) Which message is used to indicate the failure?
2 Discussion

Cases for fast recovery

As described in [1], fast recovery of MCG link in case of MR-DC is to utilize the SCG link and split SRBs for recovery during MCG failure while operating under MR-DC. 
As described in [2], MCG link failure may include
· Radio link failure of the MCG

· Re-configuration with sync failure of the MCG

· Mobility from NR failure

· Integrity check failure indication from lower layers concerning SRB1 or SRB2, except if the integrity check failure is detected on the RRCReestablishment message; or

· RRC connection reconfiguration failure

If link failure is detected for MCG, the UE initiates the RRC connection re-establishment procedure [31]. To avoid current slow link failure re-establishment procedure, a fast recovery would be necessary for the MCG link. For the MCG link failure cases described above, some companies think that MCG fast recovery may not always be necessary. For example:
· For security related issues, [6] and [18] think that for security related failure such as integrity check failure, fast recovery solution based on MCG failure reporting via SCG SRB1 would not be of any advantage. For example, in case of integrity check failure due to third party attack on MCG link, a fast recovery may not be useful. Thus, a fast recovery may not be necessary.
· For connection reconfiguration failure, [9] explained that, if the MN RRC reconfiguration message will cause the SN to change (e.g. SN RRC reconfiguration message is encapsulated in MN RRC reconfiguration message, or MN PDCP reestablishment is contained in the message), both the MCG path and the SCG path cannot be used since the UE uses a joint success/failure procedure for combined MN/SN RRC messages. In such case a fast recovery may not be possible.
· RAN2 agreed to provide the MCG failure indication to the network via the SCG link between the UE and the SN. As discussed in [4, 5], enhancement for improved fast recovery is equally beneficial for all failure cases. Current RRC re-establishment is applied to all failure cases. Similarly, the solution based on enhanced RRC re-establishment [5, 27] can be applied to all failure cases.   
Question 1: Companies are invited to comment for which of the following cases fast recovery should be triggered:  

a) MCG leg RLF

b) MCG reconfiguration with sync failure 
c) Mobility from NR failure

d) Integrity check failure indication from lower layers concerning SRB1 or SRB2

e) RRC connection reconfiguration failure

f) Other, please specify
	Company
	Failure case(s)
	Comment

	Ericsson
	a) b)
	The above list seems to be for the case where the MCG is NR. Our understanding is that the LTE MCG case should be covered as well and the same failure cases should be considered for MCG recovery (in the case of LTE, failure case b should be “handover failure”)

	Qualcomm
	(a), (b), and (c)

Additional failure cases (these are applicable for the EN-DC and NGEN-DC configurations) for which procedure should be triggered:

f) MN HO for EN-DC

Mobility from E-UTRA failure 
	The failure cases a), b), c), are the ones where, upon failure, the MCG path may not be available for transmission or reception, and hence MCG Fast Recovery procedure should be triggered. 

For d), it is possible that both MCG and SCG are protected by same NR PDCP (e.g. split SRB). In such case, there is no reliable link for the UE to report MCG failure indication to the network.

For e), it is possible that reconfiguration message includes SN configuration. In such case, both MCG and SCG are not available for UE to report MCG failure indication since the UE uses a joint success/failure procedure for combined MN/SN RRC messages.
For cases of d) and e), we think the UE should directly initiate RRC re-establishment procedure 

Furthermore, we propose to add two additional cases, f) and g), to the list of cases for which the procedure should be triggered: 

Case f) covers intra-LTE HO for EN-DC

Case g) covers handover failure in case of handover from E-UTRA to E-UTRA connected to 5G core, or from E-UTRA connected to 5G core to E-UTRA. Note that SN is NR

Note that case f) and g) are specified in 36.331, which are not included in terminology of “Reconfiguration with sync”

          

	MediaTek
	a) and b)
	In real network, we think that most MCG failure is caused by RLF or HO failure (i.e. case a) and b)). Actually, the probability of RLF and HO failure should be low already in proper NW deployment. We don't think to consider other extremely cases to complicate the design. 

For case c), the inter-RAT handover procedure is not common and we prefer to use simple solution (i.e. trigger re-establishment)

For case d), there is security concern in current network (for both MN and SN). Trigger re-establishment is the only reasonable solution. This kind of error should be very rare in real NW.

For case e), this is only happened in premature UE or NW implementation. After IOT testing, we should not have this of error at all. There is no need to optimize this kind of corner case. 

	OPPO
	(a)
	For HO, we think both source and the target will be not good enough. It is better to trigger the RRC reestablishment procedure directly.

	vivo
	a), b),,c)
	· On d) we think that in case of security issue on MCG link, if fast recovery is triggered with split SRB1, the security issue may still persist or the fast recovery may not succeed. For example, suppose in case of split SRB1, MCG link fails because of integrity check failure on the split SRB1. If the integrity check failure is due to security key breach, as both split SRB1 legs have same PDCP, performing fast recovery using the split SRB1 on SCG link will not mitigate the security issue or further having both MCG and SCG links compromise.  So, in such scenario fast recovery is not a good solution. But transmission on both MCG and SCG legs should suspended for new reconfiguration.

·  On e), if the RRC connection reconfiguration message includes both MCG and SCG legs reconfiguration, if RRC reconfiguration fails, the failure would impact both MCG and SCG legs, i.e. MCG failure may also be a failure of SCG. In such case recovery on SCG may not always be possible.

	Sony
	a), b), c)
	We think UE shall trigger reestablishment for d) and e)

	NEC
	a), b)
	agree with Ericsson.

	Sharp
	a)
	· for b) and c) it requires the SCG connection is retained when MCG is reconfigured with sync, which could be a limited scenario.
For d) and e) we share the view with vivo.

	Samsung
	a)
	The motivation of fast MCG recovery via SCG is that good SCG link is possible for recovery without service interruption. We see that the main scenario is MCG RLF case. For other RRC re-establishment case, additional complexity is expected.

	Nokia
	all ( although d only partly)
	 failure of d) (integrity check) on SCG does not need to trigger RLF on MCG – There is only need to report problem on the SCG

	CATT
	All cases
	Case a) (detection of radio link failure) is directly related to the link quality of the MCG. Case 2 to Case 5 may or may not occur only due to the radio link failure towards the MN. Moreover, failure cases 2-5 could occur even if the MN radio quality is good and/or the SN link is good and split SRB is used. 

It would have been possible to optimize recovery procedure for each trigger case separately. However this was not seen logical given that failure case is not so frequent hence having single solution (RRC re-establishment) to address all failure cases was considered. We think the same principle should apply for fast recovery enhancement as well. Enhancement for improved fast recovery should consider all failure cases. Ideally, one solution should be targeted for all re-establishment triggers.

Security based failure handling  case d) depends on which SRB type is used to convey the MCG failure indication as use of some SRB types (e.g SRB1, SRB3) only allows after security activation.

	ZTE
	(a), 

(b)?, (d)?, (e)?
	The failure cases without an on-going SN change should be supported.
For case c), the mobility from NR failure involves the SN change or release (transition from NR-DC to EN-DC is not supported; transition from NR-DC to NGEN-DC in principle is supported - although not explicitly mentioned in the specs! - but in any case we don't think we need to optimize for this case), so there is no available SCG link.
For case d), whether it can be supported depends on which SRBs are used. If SRB3 is allowed to report MCG failure indication, the MCG IP check failure can be supported since the SRB3 is protected by SN PDCP.
For case b) and e), they can be supported only when SN change is not involved during handover or MCG reconfiguration.

	Apple
	a), b), c), d), e), 

f) MN HO for EN-DC
Mobility from E-UTRA failure (proposed by QC)
	All cases should be considered for fast MCG recovery. 

For d) and e), SRB3 can be considered to recover SRB1 and SRB2. 

	Xiaomi
	A
	Agree with ZTE. Available SCG is the premise of fast recovery.

	NTT DOCOMO
	All cases
	For c, Rel-15 specification does not support inter-RAT handover while DC is configured. Unless it is supported in Rel-16, it should be excluded.

	Interdigital
	All cases
	We think all cases could benefit from fast link recovery.  SRB3 can be used to recover for cases d) and e) to avoid re-establishment.  Fast MCG recovery in all cases in aligned with the goal of a unified solution for all cases.   

	LG
	should include a) but exclude b), c) and e)
	For b), c) and e), the UE may need different procedures depending one situations. It causes complexity. 

	Vodafone


	F – to support the SA2 work on high availability networks (within the WID “5G_URLLC”), the ability to use the SCG to recover a UE-Core network connection following complete (and potentially ongoing) failure of the MCG control plane.
	SA 2 CR in S2-1902825 (source Ericsson) shows the solution for high availability based on the use of dual connectivity.

	Intel 
	a, b
	We should use MGC fast recovery only for cases that are link related. Although case C is link related, but might want to hold on to see what kind of mobility enhancement NR_Mob_enh-Core has in place.

	Huawei
	a, b
	


Summary for Q1

 20 companies provided input:

· 19 companies agree that, for MCG leg RLF fast recovery should be triggered.

· 13 companies agree that, for MCG Reconfiguration with sync failure fast recovery should be triggered. Some companies pointed out that fast recovery for MCG Reconfiguration with sync failure can be supported only when SN change is not involved during MCG reconfiguration. Another company thinks that fast recovery would require the SCG connection is retained when MCG is reconfigured with sync, which could be a limited scenario.
· 8 companies agree that, for Mobility from NR failure fast recovery should be triggered. But one company thinks that the inter-RAT handover procedure is not common and prefers to trigger re-establishment, instead of fast recovery. Another company pointed out that fast recovery would require the SCG connection is retained when MCG is reconfigured, which could be a limited scenario. Some companies also think that fast recovery may require extra optimization.
· 4 companies agree to support fast recovery in case of Integrity check failure indication from lower layers concerning SRB1 or SRB2. Additionally one company agrees partially support fast recovery of integrity check failure to exclude the case of integrity check failure on SCG. But some companies also pointed out that if SB3 is configured, fast recovery can be supported.
· 5 companies agree to support fast recovery in case of RRC connection reconfiguration failure. But some companies pointed out that fast recovery can be supported only when SN change is not involved during MCG reconfiguration
Note: Some companies who did consider Integrity check failure and RRC Connection reconfiguration failure for fast recovery did not provide detail reason.
· 2 companies proposed to support fast recovery in case of MN HO for EN-DC Mobility from E-UTRA failure. Such HO from E-UTRA may include the following HO cases: EN-DC->NGEN-DC, EN-DC->NR-DC, EN-DC->EN-DC But in Rel-15 HO EN-DC->NGEN-DC，EN-DC->NR-DC are not supported. Thus the only potential case is MN HO for EN-DC->EN-DC
· Additionally, one company proposed that the fast recovery work solution design should consider covering SA work on WID “5G_URLLC” to cope with complete MCG control plane failure.
Proposal1: Fast recovery is supported for:
i. MCG leg RLF

ii. MCG Reconfiguration with sync failure, If SN change is not involved during MCG reconfiguration
iii. Mobility from NR failure, if SN does not change during mobility
iv. FFS: Integrity check failure
v. FFS: RRC  Connection reconfiguration failure
vi. FFS:: MN HO EN-DC Mobility from E-UTRA (i.e. EN-DC to EN-DC) failure, without SN change
In the existing mechanism, re-establishment procedure can only be triggered if the following conditions are fulfilled, i.e. AS security has been activated and the SRB2 and at least one DRB have been setup. We assume the same principle can be applied here, i.e. the MCG failure fast recovery procedure can only be triggered if the following conditions are fulfilled, i.e. AS security has been activated and the SRB2 and at least one DRB have been setup.
Question 2: Do companies agree that MCG fast recovery is triggered after AS security has been activated and the SRB2 and at least one DRB have been setup. If not, please provide your reason.
	Company
	Agree or not
	Comment

	Ericsson
	Agree
	DC can anyway not be setup before AS security is activated

	Qualcomm
	Agree but …

	Do we need to add condition at least split SRB1 has been setup? Note that we have the wording “at least” because we understand the solution of using SRB3 to report MCG failure information is still on the table, although we don’t prefer SRB3.


	MediaTek
	Agree
	

	OPPO
	Agree 
	Same concern with Ericsson.

	vivo
	Agree
	In NR R15, we have discussed signaling only procedure (i.e., SRB1 only) and agreed that for RRC re-establishment we do not support signaling only. In other words, it can only be triggered after security activation and at least SRB2 and one DRB have been setup.



	Sony
	agree
	

	NEC
	Agree
	

	Sharp
	Agree
	

	Samsung
	Agree
	

	Nokia
	Agree
	Security should be activated

	CATT
	Agree
	As re-establishment triggers is not considered for signaling only connection, this is the only possibility.

	ZTE
	Agree
	

	Apple
	Agree
	

	Xiaomi
	Agree
	

	NTT DOCOMO
	Agree
	

	Interdigital
	Agree
	

	LG
	Agree
	

	Vodafone
	
	This is acceptable for the high availability use case in S2-1902825

	Intel
	Agree
	Security conditions should be the same as re-establishment procedure

	Huawei
	Agree
	


Summary for Q2

20 companies provided input. 18 companies agree that MCG fast recovery is triggered after AS security has been activated and the SRB2 and at least one DRB have been setup. One company thinks it is acceptable for the high availability use case in S2-1902825
Proposal 2: MCG fast recovery can only be triggered after AS security has been activated and the SRB2 and at least one DRB have been setup
UE behaviour after triggering fast recovery procedure

Some contributions, such as [4, 6, 11], discussed UE behavior when triggering fast recovery. The UE behaviors mostly include:
· UE stop/suspend any radio transmission/reception using the failed radio link at the earliest detection of a link failure between the UE and the MN

· Maintains current measurement configurations from both the MN and the SN and continues measurements based on configuration from the MN and the SN, if possible

· SCG failure-like procedure, does not trigger re-establishment
· Continue monitoring PDCCH of MCG leg

With regard to potential UE behaviors for MCG fast recovery, [27] described UE behaviors in two options as follows:
· Option 1: when MCG failure occurs, UE follows SCG failure-like procedure. Thus, UE does not trigger RRC connection re-establishment. Instead, UE triggers MCG failure information procedure in which the MCGFailureInformation message is transmitted to the network.

· Option 2: when MCG failure occurs, UE still triggers RRC connection re-establishment-like behavior, i.e., searching suitable cell as specified in legacy specification, but transmits the RRCReestablishmentRequestlike message by using the SCG link. 
· Option 3: when MCG failure occurs, and if the SCG link is good (i.e. S-RLF is not occurred) UE transmits an enhanced RRC re-establishment like message to the MN over the SN. In addition, the message includes measurements info and may include MCG failure case. Note that cell re-selection is not triggered as in conventional RRC re-establishment as long as the S-RLF has not been occurred.
Question 3: Companies are invited consider and comment on the above two options listed for UE behavior after triggering fast recovery procedure.  Alternatively, provide other options that could be used:

a) Option 1

b) Option 2

c) Other, please specify
	Company
	Option(s)
	Comment

	Ericsson
	a) Option 1
	This is the most viable solution and can reuse a lot of functionality from the already specified SCG Failure Information procedure.

	Qualcomm
	Option 1
	The reason for preferring the MCG Fast Recovery procedure over the re-establishment procedure is that it potentially results in less data traffic interruptions. For instance, SCG data bearers do not need to be suspended when the procedure is initiated.  

For option2, our concern is that:

· It is not a clean solution if we tried to modify RRC-reestablishment message and its corresponding procedure (e.g. do we need to add measurement results in RRCReestablishmentRequest message?). For option1, we can just introduce an RRC message similar to SCGFailureInformationNR.
· Option 2 still needs cell reselection, which we understand is main contributor for latency of RRC re-establishment procedure. As we know, the intention of introducing fast MCG recovery is to reduce latency of re-establishment procedure. If cell reselection is still required, we are not sure what is the benefit of fast MCG recovery.



	MediaTek
	Option 1
	We don’t see any benefit to trigger cell search in this scenario. The UE cannot maintain SCG link while performing cell search, which means that it will introduce interruption to data service. The result will be similar to legacy re-establishment procedure. However, we think that the purpose of fast recover is try to avoid the drawbacks of re-establishment procedure.

The most straightforward solution would be suspending MCG transmission and sending MCG Failure Information via SCG link. We don’t understand the reason to have “RRCReestablishmentRequest-like” message. Is it just a different message name? Does it also contain MCG failure information?  

	OPPO
	Option 1
	Same view with Ericsson.

	vivo
	Option 1
	Agree with Ericsson. Additionally, during fast recovery UE can still perform cell search. In case the fast recovery may fails, UE can use the measurement result for quick RRC reestablishment.

	Sony
	Option 1
	 Agree with Ericsson

	NEC
	Option 1
	

	Sharp
	Option 1
	

	Samsung
	Option 1
	

	Nokia
	
	Definition of Opt2 seems self-contradictory, i.e. what is the purpose of cell search if the message is anyway sent over the previously configured SCG?

	CATT
	Option 3
	We have proposed a new procedure.  Option 3: when MCG failure occurs, and if the SCG link is good (i.e. S-RLF is not occurred) UE transmits a RRC re-establishment like message to the MN over the SN. In addition, the message includes measurements info and may include MCG failure case, therefore it could be considered as an enhanced Re-establishment message. Note that cell re-selection is not triggered as in conventional RRC re-establishment as long as the S-RLF has not been occurred. In response to the RRC re-establishment like request, the MN may HO or change the PDCP location and the decision is signalled to the UE using RRC reconfiguration message. 

Also, the procedure doesn’t trigger Random access to SN if UL grant is available. From the UL message transmission point of view, Option 3 has similarity with that of Option 1.

It is necessary to have a fallback mechanism in case of fast recovery failure otherwise the regaining connection to the network delays even further.  In contrast to Option 1, Option 3 easily allows for fallback mechanism in case of fast recovery failure.

	ZTE
	Option 1
	For option 1, the delay due to cell reselection can be saved. And the NW can make flexible decision (e.g. MCG reconfiguration, role change, inter-MN handover, etc.) based on failure types and measurement results to avoid the long latency of re-establishment procedure.

	Apple
	Option 1
	The goal of fast MCG failure recovery is to try to avoid the interruption during recovery and try to use the available link for the recovery. 

For option 1, if UE can work well in SCG link, it is unnecessary for UE to perform cell search as legacy, since UE can connect to NW via SCG link for MCG recovery.  

	Xiaomi
	Option 1
	

	NTT DOCOMO
	Option 1
	

	Interdigital
	Option 1
	The behaviour for MCG failure should be similar to that of SCG failure.  Initiating a re-establishment may not be necessary if the NW can receive the MCG failure message and reconfigure the MCG accordingly.

	LG
	Option 2 
	For option 1, if SCG failures occurs during MCG recovery, the UE should perform additional procedure (e.g. RRC establishment procedure). It causes the delay and extra logic for which procedures should be performed depending on situations to resolve the problem. 

	Vodafone
	c
	In case of complete MCG control plane failure, use a signalling link with the SCG (e.g.SRB3) to contact the core network and covert the SCG into a MCG. 

	Intel
	Option 1
	Option 1 is easier since we already have the SCG failure procedure

	Huawei
	Option 1
	


Summary for Q3

 20 companies provided input. 17 companies support:

· When MCG failure occurs, UE follows SCG failure-like procedure. Thus, UE does not trigger RRC connection re-establishment. Instead, UE triggers MCG failure information procedure in which the MCGFailureInformation message is transmitted to the network. And that MCG fast recovery is triggered after AS security has been activated and the SRB2 and at least one DRB have been setup.

One company supports:

· When MCG failure occurs, UE still triggers RRC connection re-establishment-like behaviour, i.e., searching suitable cell as specified in legacy specification, but transmits the RRCReestablishmentRequestlike message by using the SCG link. 
One company supports:

· When MCG failure occurs, and if the SCG link is good (i.e. S-RLF is not occurred) UE transmits an enhanced RRC re-establishment like message to the MN over the SN. In addition, the message includes measurements info and may include MCG failure case. Note that cell re-selection is not triggered as in conventional RRC re-establishment as long as the S-RLF has not been occurred. 
Another company suggests that, in case of complete MCG control plane failure, use a signaling link with the SCG (e.g.SRB3) to contact the core network and covert the SCG into a MCG

Proposal 3: When MCG failure occurs, UE follows SCG failure-like procedure:

i. UE does not trigger RRC connection re-establishment. 

ii. UE triggers MCG failure information procedure in which the MCGFailureInformation message is transmitted to the network.

Indication message

As many companies referred that MCG failure should be indicated to the network, it is therefore necessary to clarify what content(s) should be contained in the MCG failure information and what message is used to indicate the MCG failure information. 
Content of the message
In order to assist a successful fast recovery of MCG, the following contents have been highlighted to be included in the MCG failure indication message [3]:
· Available measurement results based on measurements performed by UE on serving (MCG and SCG) and non-serving cells as specified in provided measurement configuration;

· MCG link failure cause.

Question 4: Companies are invited to comment on what contents should be included in the indication message for the MCG failure.  Alternatively, provide other options that could be used.
a) Measurement results of MCG

b) Measurement results of SCG

c) Measurement results of non-serving cells

d) MCG link failure cause
e) Other, please specify?
	Company
	Option (s)
	Comment

	Ericsson
	a), b), c), d)
	The starting point should be the same information as included in SCG Failure Information, thus a), c) and d). In addition, it seems relevant to include also SCG measurement results, as this is important input to network for possible reconfiguration of the UE.

	Qualcomm 
	(d) and 

(a), (b), (c) with modification (adding the phrases “available”)
	We can support if modifying (a), (b), (c) as follows:
a) Available measurement results of MCG  

b) Available measurement results of SCG 

c) Available measurement results of non-serving cells



	MediaTek
	a), b), c), d)
	a) and b) should be clarified that it is measurement results of MCG/SCG serving cells.

We think that the failure cause and available measurement results would be useful for NW to do proper reconfiguration. 

	OPPO
	a), b), c), d) and e)
	e) Indication from UE side to request a MN HO immediately and suggested target cell.

	vivo
	a), b), c), d)
	Network needs to know available serving cell and non-serving cell measurement report results for possible PCell change, or reconfiguration SCG as MCG.

MCG link failure cause is also necessary for triggering fast recovery.

	Sony
	a), b), c), d)
	Same as SCG failure

	NEC
	a), b), c), d)
	For a), b), these are for MCG/SCG serving cells

	Sharp
	a), b), c), d)
	MCG link failure cause is necessary. And the measurement report of MCG, SCG and some non-serving cell will help the network reconfigure UE in a proper way.

	Samsung
	a), b), c), d)
	SCG Failure Information can be a baseline.

	Nokia
	
	a-c) seem to have somewhat unclear definitions. Comparing with 37.340: “The UE includes in the SCG Failure Information message the measurement results available according to current measurement configuration of both the MN and the SN.”

All of these can be beneficial in some cases. But as a counterexample, in a  network not supporting stand-alone NR (i.e. the DC variant is EN-DC), inclusion of measurements configured by SN may not be useful.

	CATT
	a), b) and c)

FFS on d)
	We wonder what failure cases are to be informed to the network. There are five types are defined for SCG failure as t313-Expiry, randomAccessProblem, rlc-MaxNumretc, scg-ChangeFailure and maxUL-TimingDiff. The detail of failure type indication applicable to MCG failure needs to be discussed. 

 From the network actions (eg. HO or PDCP relocation) doesn’t depend on failure case itself. The network action mostly depends on the available cell measurements. Hence we don’t see a strong point including MCG failure case or not.



	ZTE
	a), b), c), d)
	We also understand a) and b) referring to MCG/SCG serving cells. 

For c), our understanding is that it includes both neighbour cells on serving frequencies and non serving frequencies according to the measurement configuration as in SCG Failure case.  

	Apple
	a), b), c), d)
	NW can use measurement results of serving cells and non-serving cells and failure cause to provide the appropriate reconfiguration to recover MCG link, e.g. PCell with some reconfiguration, PCell change in MCG, or MCG change to SCG. 

	Xiaomi
	a-d
	SCG failure information can be reused.

	NTT DOCOMO
	a), b), c), d)
	

	Interdigital
	a) b) c) d)
	SCG failure information message content can be reused, and available measurements of both MCG and SCG can be reported.

	LG
	At least a)
	

	Intel
	a) b) c) d)
	Should use SCGFailureInformationNR as baseline

	Huawei
	a) c) and d)
	b) is not needed, like for existing reports.


Summary for Q4

 19companies provided input. All companies can consider that he MCG failure indication should include:

· Available measurement results of MCG

· MCG link failure cause
!8 companies think that the available measurement results of SCG should also be reported. One company think this measurement is not needed.
18 companies agree to that he MCG failure indication should include available measurement results of non-serving cells. And one company thinks that available measurement results of non-serving cells includes both neighbor cells on serving frequencies and non-serving frequencies according to the measurement configuration as in SCG Failure case.
Proposal 4: MCG failure indication should include:

i. Available measurement results of MCG

ii. MCG link failure cause

iii. Available measurement results of SCG

iv. Available measurement results of non-serving cells
Indication of the message

During the discussion, some opinions were brought out on how the indication can be done, an approach is sending the indication message with a new RRC/ MCGFailureInformation message [27]. Introducing new RRC message would potentially induce major specification impact. An alternative approach is reusing the legacy RRC message and transmitting it via the SCG link [27]. Reusing legacy RRC message, may just require including the MCG failure information in an existing RRC message. This can be achieved with minor specification impact, compared to the first approach. Thus the following two options can be considered for the indication of MCG failure:

· Reuse legacy RRC message with some enhancement, e.g, RRCreestablishmentRequest message
· Introduce new RRC message
Question 5: Companies are invited to comment on which of the following message options is used for MCG failure indication:  
a) Reuse legacy RRC message with some enhancement, e.g, RRCreestablishmentRequest message

b) Introduce new RRC message
	Company
	Option(s)
	Comment

	Ericsson
	b)
	In this case we think introducing a new message (i.e. MCGFailureInformation) is a clearer solution than reusing but changing the usage of an existing message. As shown in our CRs [20] and [21], the needed changes are not major.

	Qualcomm 
	b)
	Introducing a new RRC message and procedure seems to be a cleaner approach. For example, we can introduce MCGFailureInformation message in both TS 36.331 and TS38.331 (to support various MR-DC) similar to legacy SCGFailureInformationNR message.

It is not clear there will be less specification impact in reusing legacy RRC message. Using a legacy message (e.g., RRCReestablishmentRequest) constrains the subsequent behaviour to follow the associated procedure (RRC re-establishment). Additional text then needs to be added to describe behaviour for this specific case, which may end up having as much impact as introducing a new RRC message and procedure.   

	MediaTek
	b)
	We do not see much specification impact to introduce new message or using legacy message. It is like matter of taste. Using RRCreestablishmentRequest is quite confusing as we are not trigger re-establishment procedure. 

For readability, we prefer to have a MCGFailureInformation message. If we want to reuse legacy RRC message, we can consider to use message like FailureInformation or UEAssistanceInformation, which is more intuitive. 

	OPPO
	b)
	Can introduce a unified solution for MCG failure and SCG failure.

	vivo
	b)
	As we discussed Q3, UE does not trigger RRC connection re-establishment. Instead, UE triggers MCG failure information procedure in which the MCGFailureInformation message is transmitted to the network. So we think introducing a new RRC message would be better solution

	Sony
	b)
	We think new message is cleaner.

	NEC
	b) 
	The message is something like SCGFailureInformation. (e.g. MCGFailureInformation)

	Sharp
	b)
	

	Samsung
	a)
	Similar view with OPPO. We need to introduce a unified solution to both MCG failure and SCG failure. Since SCG Failure Information is already defined for late drop, we could consider generalization of the message, e.g. CG Failure Information.

	Nokia
	
	No strong opinion, but maybe this should depend on whether or not the agreed UE behaviour is to trigger RRC re-establishment.

	CATT
	a)
	We see the need for fallback in case of fast recovery failure. Otherwise, regaining access to the network delayed even further. Option a) assists to design a fallback mechanism when fast recovery is failed.

	ZTE
	b)
	Since we prefer the SCG failure-like procedure, introducing a new RRC message is a cleaner solution than reusing legacy RRC message.

	Apple
	b)
	RRCreestablishmentRequest message is carried by CCCH/SRB0, but this MCG failure indication should be carried in DCCH. It is inappropriate to reuse reestablishment request message. 

	Xiaomi
	B
	New message is cleaner.

	NTT DOCOMO
	b
	

	Interdigital
	b)
	We think using a new message is a cleaner approach compared to re-using an existing message (i.e. RRCReestablishmentRequest) for a new purpose.  

	LG
	a
	

	Vodafone
	b
	RRCReestablishmentRequest is sent on SRB0. This new functionality will probably use a different SRB, so having a new/different message is probably simpler.

	Intel
	a
	Should consider using existing message first

	Huawei
	b
	


Summary for Q5

 20 companies provided input. 14 companies prefer to introduce new RRC. Message for MCG failure indication. 5 companies prefer to reuse legacy RRC message with some enhancement. One company has no strong opinion.
Proposal 5: For MCG failure indication, new RRC message in introduced, e.g. MCGFailureInformation.
SRBs to use
The question of which SRBs are used to send the MCG failure information was slightly discussed in the RAN2#105, without any decision. But, on which SRBs MR-DC supports and may be configured for potential MCG fast recovery, [31] provides the following descriptions:

Split SRB is supported for all MR-DC options, allowing duplication of RRC PDUs generated by the MN, via the direct path and via the SN. Split SRB uses NR PDCP. 

For the split SRB, the selection of transmission path in downlink depends on network implementation. For uplink, the UE is configured via MN RRC signalling whether to use MCG path or duplicate the transmission on both MCG and SCG.
SRB3 is supported in EN-DC, NGEN-DC and NR-DC, but not in NE-DC.

Thus, SRB1S, SRB2S and SRB3 can be further considered for MCG fast recovery. In addition, it is possible to consider a new SRB to transmit the message to the MN via the SN. We name this new SRB as SRBx. Below, these SRBs functions are discussed and companies could decide which one(s) should be used for MCG fast recovery.
SRB1s

Currently, when the SCG failure occurs, the UE can report the SCG failure to the MCG over the SRB1 in MCG. Similarly, if the MCG link fails due to bad radio environment but the split SRB1 leg in SCG is still available, MCG failure indication can be sent via RRC signaling through the split SRB1 using the SCG leg, which will be transferred to the MCG. Then, the MCG can perform the recovery of the failed link(s). This can greatly reduce the unnecessary service interruption and improve the connectivity robustness [24]. 

SRB2s

As SRB1S, SRB2S can also be configured in case of MR-DC. But actually SRB2/2S are used for DLInformationTransfer message for downlink transfer of NAS dedicated information and ULInformationTransfer message for uplink transfer of NAS or non-3GPP dedicated information. SRB2/2S are not used for RRCReconfiguration message. So we wonder if SRB2S can be used for MCG fast recovery.
Question 6: Do companies agree that, if configured, SRB1S can be used for MCG fast recovery. But SRB2S is not used for MCG fast recovery?
	Company
	Agree or not
	Comment

	Ericsson
	Agree
	As we removed the notion of SRB1s from 38.331, it is sufficient to limit the transmission of the failure message to SRB1. SRB2 has lower priority compared to SRB1, and should not be used for urgent failure messages.

	Qualcomm
	Agree that SRB1S (split SRB1) should be used, not SRB2S (split SRB2)
	SRB2S should not be used. It has lower priority than SRB1 and it has been used only for transporting NAS messages. There is no reason to prefer SRB2S over SRB1S.     

	MediaTek
	Agree
	Agree to use SRB1 and not to use SRB2.

	OPPO
	Agree 
	

	vivo
	Agree
	Only SRB1S is used. SRB2S has low priority and it not currently used for RRC reconfiguration. Considering SRB2S, would necessitate additional specification requirement on SRB2.

	Sony
	Agree
	We are fine to use SRB1s for recovery if it has been configured. 

	NEC
	Agree
	SRB2S should not be used.

	Sharp
	Agree
	Only SRB1S is used.

	Samsung
	Agree
	

	Nokia
	Agree
	Only SRB1S is used

	CATT
	Agree, but this shouldn’t be the only SRB to be used.
	Even to use SRB1S, some modification is required to the specification. Primary path of split SRB is required to be changed to SCG path while data transmission on mcg path of split SRB should be suspended. Current specification doesn’t allow to set the primary path to SCG path.

If only SRB1S is used, fast recovery solution is relying on an optional feature, i.e whether SRB1S is configured or not. We would like that fast recovery is feasible even when SRB1S is not configured, i.e as long as S-RLF is not occurred, the SN link should be utilised for fast recovery.

	ZTE
	Agree
	

	Apple
	Agree
	

	Xiaomi
	Agree
	

	NTT DOCOMO
	Agree
	

	Interdigital
	Agree
	SRB2 is not used for SCGFailure procedure and we see no need to use it for MCGFailure procedure.  We prefer using the higher priority SRB.

	LG
	Agree
	

	Vodafone
	Disagree
	We need a mechanism to recover from MGC control plane failure. The decrypt keys for SRB 1 and 2 are in the MCG, so the use of these is not appropriate.

	Intel
	Agree
	But should be configurable by network

	Huawei
	Agree
	


Summary for Q6
20 companies provided input. 18 companies agree that if configured, SRB1S can be used for MCG fast recovery. But SRB2S is not used for MCG fast recovery. Additionally, some companies think that fast recovery should not be restricted to split SRB1 only. Another company think solution for fast recovery should consider MCG control plane failure.
Proposal 6: If configured, SRB1S is used for MCG fast recovery. SRB2S is not used MCG fast recovery.
SRB3

In case of EN-DC, NGEN-DC and NR-DC, SRB3 can be configured for the UE to directly establish an RRC connection between the UE and the SN. Then RRC messages can still be transmitted and received via SCG path through split SRB or SRB3 when the RLF is detected on MCG [9]. But, NE-DC does not support SRB3. And using SRB3 may induce extra signaling, between MN and SN, for MCG fast recovery as the signaling for MCG fast recovery are not transparent to SN.
Question 7: Do companies agree that, if configured, SRB3 can be used for MCG fast recovery?  
	Company
	Agree or not
	Comment

	Ericsson
	FFS
	The SRB1S based solution seems to be the most sensible as current mechanisms can be directly used to transfer the failure message to the MCG. 

	Qualcomm 
	Don’t agree
	SRB3 should not be used because of the additional signalling required between MN and SN for the procedure. The recovery will rely on signalling from MN and this can’t be sent on SRB3 and therefore we need a direct SRB connection to the MN, i.e. split SRB.

In addition, in RAN2#105, we have agreed:

We will aim to have a unified solution for the failure cases that we want to address.

As we know, NE-DC doesn’t support SRB3. So, SRB3 based solution can’t be a unified solution. So, it is not preferred.

	MediaTek
	No
	As SRB3 is not supported in all MR-DC options, we see no strong need to send this message via SRB3.

	OPPO
	Agree 
	Both split SRB and SRB3 are configurable, so both SRB3 and split SRB can be used. We think the SRB3 has higher priority over split SRB to sue.

	vivo
	Agree
	· As SRB3, split SRB1 is not mandatory, so split SRB1 may not always be configured. In such case if SBR3 is configure, SRB3 can also be used for fast recovery without significant specification effort. 

· Additionally, in case of integrity check failure on MCG leg, using split SRB1 may not also be secured as commented in Q1. In such case using SRB3 for recovery would be good solution as split SRB1 and SRB3 do not have the same PDCP.

	Sony
	Agree
	Agree with Vivo and Oppo that both SRB 1s and SRB3 are not mandatory and there should be an option to use both. 
We also think that SRB3 is useful for the cases where there is a need to provide redundancy to MN RRC entity especially for URLLC case. In our opinion, SA2 is looking into providing the path and equipment redundancy.  

	NEC
	FFS
	We agree the SRB3 cannot be used in NE-DC, while SRB1S ca be used in any type of MR-DC. Common solution among MR-DC would be preferable and SRB1S might be better. However, we are open for further discussions for SRB3 as well.

	Sharp
	Agree
	Share the view of vivo, split SRB1 may not always be configured. 

	Samsung
	No
	The report via SRB3 requires additional inter-node signaling. Also, SRB3 is designed for signaling between UE and SN. The failure indication via SRB3 may not be appropriate.

	Nokia
	Agree
	SRB1 is not always configured and thus supporting SRB3 would be preferable.

	CATT
	Agree
	We would like that fast recovery is feasible even when SRB1S is not configured, i.e as long as S-RLF is not occurred, the SN link should be utilised for fast recovery. 

If it is to be mandate to one single SRB type, we prefer to define a new SRB for fast recovery message.

	ZTE
	Agree
	If the MCG integrity check failure case is supported to trigger MCG fast recovery procedure, the SRB3 should be allowed to use. So both split SRB1 and SRB3 based solution shall be allowed for MCG fast recovery and it is up to NW to configure which one will be used. If both split SRB1 and SRB3 are configured by the NW, the UE can select the SRB according to the configurable priority or indication from the NW.

	Apple
	Agree
	If MCG failure is due to the SRB1/2 reconfiguration failure or SRB1 security issue, SRB3 (if configured) can be used for the MCG failure indication to NW via SCG link. 

	Xiaomi
	FFS
	SRB3 could be used when SRB1s is not configured. But SRB3 would require additional signaling between SN and MN. We are open to further discussion on gain and cost.

	NTT DOCOMO
	Agree
	

	Interdigital
	Agree
	Supporting failure reporting via SRB3 allows using fast MCG recovery to be used for more cases (e.g. integrity check failure, split SRB not configured, etc).  If the UE is configured with SRB3, it should use it for fast MCG recovery when using SRB1 is not possible.

	LG
	No
	

	Vodafone
	Yes
	For high availability use case, use of SRB3 could be mandated. 

	Intel
	Disagree
	SRB1s should be sufficient

	Huawei
	FFS
	SRB1s may be sufficient


Summary for Q7

20 companies provided input. 11 companies agree to support MCG fast recovery using SRB3. 
As SRB3 is not supported in all MR-DC options and using SRB3 will require additional signaling between MN and SN, 5 companies prefer not to use SRB3 for MCG fast recovery. 4 companies think further discussions may be necessary.
Proposal 7: If configured, SRB3 can be used for MCG fast recovery 
SRBx
Beside existing SRB that can be considered for fast recovery, as discussed in [5] MCG failure can be sent over a new SRB over SN as follows:
· Step 0: Upon trigger for RRC re-establishment (case 1 to 5), the UE checks whether the SN link quality is good. Otherwise, the UE performs cell re-selection. 

· Step 1: If the SN link is good or cell reselection finds the previous SN to be best cell, the UE starts RRC re-establishment procedure by transmitting re-establishment request message which is sent via the SN to terminate at the MN. This is a new re-establishment message sent on a new SRB. Upon initiation of the procedure, the UE suspends all RBs, except new SRB but stores previous RRC configurations including DC and CA configurations. 

· Step 2: Upon reception of re-establishment request, the MN makes the decision to resolve the problem. For example, the MN may decide to relocate PDCP, HO to SN, HO to another gNB.  

· Step 3: If successful, the MN transmits the RRCReconfiguration message with new configuration to the UE via the SN. The message is sent on SRB1 and delta signalling could be applied. 

· Step 4: The UE transmits RRCReconfigurationComplete

· Step 5: Path switch and UE context release at the old MN. 

As companies asked clarification questions on this solution, a description is added here to clarify.

When MCG failure occurs, and if the SCG link is good (i.e. S-RLF is not occurred) UE transmits an enhanced RRC re-establishment like message to the MN over the SN (Step 1). In addition, the message includes measurements info and may include MCG failure case (FFS). In this respect, the solution is different from transmission of Re-establishment message in conventional RRC Re-establishment procedure. Note that cell re-selection is not triggered as in conventional RRC re-establishment as long as the S-RLF has not been occurred. In response to the RRC re-establishment like request, the MN may HO or change the PDCP location and the decision is signalled to the UE using RRC reconfiguration message sent via the SN (step 3). 

Also, the procedure doesn’t trigger Random access to SN if UL grant is available. The solution doesn’t replace the conventional RRC re-establishment procedure.

The solution uses a new SRB. The reason is that to support fast recovery even when SRB1S and SRB3 are not configured.

But actually SRB0 does not apply to SN. So if such kind of solution is to be considered, the SRB to be used should be a new one,

Question 8: Do companies agree to consider a new SRB on SN for MCG fast recovery?  
	Company
	Agree or not
	Comment

	Ericsson
	Disagree
	The proposed procedure introduces significant changes to the existing RRC re-establishment procedure. From the provided description it is very unclear how the procedure is supposed to work. E.g. in step 1 it is described how the UE suspends all RBs except SRB0. Yet, in step 3, the UE is expected to receive on SRB1 (we assume this means the UE shall apply default configuration for SRB1, as in RRC re-establishment?). How should the SN distinguish RRC re-establishment request message that it should process itself from ones it should forward to another node? Furthermore, the procedure requires the UE to initiate random access to transmit the RRC re-establishment message on SRB0, which is not really needed as the UE probably already has UL sync with the SCG. 

	Qualcomm
	No
	In general, we think fast MCG recovery is intended to address the issue that long latency is caused in RRC re-establishment procedure. However, introducing split SRB0 to resolve this issue seems to be an overkill. Our concerns are:

· Introducing a new bearer is not an easy spec work in RAN2. As we know, split SRB1 was defined for providing an additional path between UE and MN in case one path fails. MCG failure recovery is a good example of its use. Why introduce an additional bearer? In addition, if a new bearer is needed on SN, it has to be secure (not SRB0-like) because measurement results should be sent in MCG Failure Information message for assisting network to perform MCG recovery.

· It is not a clean solution if we tried to modify RRC-reestablishment message and its corresponding procedure (e.g. do we need to add measurement results in RRCReestablishmentRequest message? do we support UE initiates RRC re-establishment procedure in SN based on it?). To us, introducing an RRC message similar to SCGFailureInformationNR is a cleaner solution to address the issue under the scoping of Rel-16 DCCA.

· It still needs cell reselection, which we understand is main contributor for latency of RRC re-establishment procedure. As we know, the intention of introducing fast MCG recovery is to reduce latency of re-establishment procedure. If cell reselection is still required, we are not sure what is the benefit of fast MCG recovery.



	MediaTek
	No
	Using original SRB1 is simple and reasonable, we do not see the reason to have a new SRB and complicate the system so much. As our reply in Question 3, trigger re-establishment (like) procedure (in above step 1) will create interruption to data service. We don’t think it is benefit to have this kind of UE behaviour. 

	OPPO
	NO
	

	vivo
	No
	

	Sony
	No 
	We think the proposed solution has similarity to when both MCG and SCG link fails and a quick recovery is needed and SN link happens to be good. Perhaps this should be in the scope of NR mobility enhancements.

	NEC
	No
	No strong need to introduce new one only for this purpose.

	Sharp
	No
	

	Samsung
	No
	Agree with Ericsson

	Nokia
	No
	Supporting this seems to be very complex thus we do not support it. 

	CATT
	Yes
	Even to use SRB1S, some modification is required to the specification. Primary path of split SRB is required to be changed to SCG path while data transmission on mcg path of split SRB should be suspended. Current specification doesn’t allow to set the primary path to SCG path.

We would like that fast recovery is feasible even when SRB1S or SRB3 is not configured, i.e as long as S-RLF is not occurred, the SN link should be utilised for fast recovery. 



	ZTE
	No
	The existing SRBs are sufficient to support the MCG fast recovery, so we see no need to introduce a new SRB considering the system complexity and logical channel resource waste.

	Apple 
	No
	Fast MCG failure recovery is to reduce the interruption during recovery, so it is not expected that the data transmission via SCG link is interrupted. 

	Xiaomi
	No
	

	NTT DOCOMO
	No
	

	Interdigital
	No
	We think using split SRB1 or SRB3 (depending on which is configured at the SN, and failure cause) is sufficient and avoids the need to specify a new SRB.

	LG
	No
	

	Vodafone
	No-assuming SRB3 could be added for high availability of NE-DC.
	

	Intel
	No
	No need to introduce additional complexity of new SRB

	Huawei
	No
	


Summary for Q8

20 companies provided input.19 companies prefer not to introduce new SRB for MCG fast recovery. One company assume SRB3 could be considered in case of NE-DC. One company supports the idea of having a new SRB to allow fast recovery even when SRB1S or SRB3 is not configured
Proposal 8: New SRB is not introduced for MCG fast recovery.
Other issues?

Please describe, if any
[OPPO]
If there is no SRB3 and no split SRB configuration, the MCG failure information can not be reported to the network, we should discuss how to handle this case.
Observation 1: MCG fast recovery is not supported if there is no SRB3 and no split SRB configuration on SCG
[CATT]
Even to use SRB1S, some modification is required to the specification. Primary path of split SRB is required to be changed to SCG path while data transmission on mcg path of split SRB should be suspended. Current specification doesn’t allow to set the primary path to SCG path.

Observation 2: Using split SRB1 for MCG fast recovery may require additional specification work.
3 Summary and Proposals

This email discussion is summarized by the following observations and proposals:
Observation 1: MCG fast recovery is not supported if there is no SRB3 and no split SRB configuration
Observation 2: Using split SRB1 for MCG fast recovery may require additional specification work.

And
Proposal1: Fast recovery is supported for:

i. MCG leg RLF

ii. MCG Reconfiguration with sync failure, If SN change is not involved during MCG reconfiguration

iii. Mobility from NR failure, if SN does not change during mobility

iv. FFS: Integrity check failure

v. FFS: RRC  Connection reconfiguration failure

vi. FFS: MN HO EN-DC Mobility from E-UTRA (i.e. EN-DC to EN-DC) failure, without SN change

Proposal 2: MCG fast recovery can only be triggered after AS security has been activated and the SRB2 and at least one DRB have been setup
Proposal 3: When MCG failure occurs, UE follows SCG failure-like procedure:

i. UE does not trigger RRC connection re-establishment. 

ii. UE triggers MCG failure information procedure in which the MCGFailureInformation message is transmitted to the network.

Proposal 4: MCG failure indication should include:

i. Available measurement results of MCG

ii. MCG link failure cause

iii. Available measurement results of SCG

iv. Available measurement results of non-serving cells

Proposal 5: For MCG failure indication, new RRC message in introduced, e.g. MCGFailureInformation.
Proposal 6: If configured, SRB1S is used for MCG fast recovery. SRB2S is not used MCG fast recovery.

Proposal 7: If configured, SRB3 can be used for MCG fast recovery
Proposal 8: New SRB is not introduced for MCG fast recovery.
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