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Introduction
[bookmark: _Ref178064866]In multi-hop wireless backhaul and relay links for IAB, lots of IAB nodes can be connected to one IAB donor node and each IAB node may have many child IAB nodes and UEs. In this condition, if the current UL grant handling is used, lower QoS or priority of logical channel may not be served by UL grant at an IAB node. This contribution analyses a problem of current UL grant processing for IAB and proposes our view on this matter.

[bookmark: _Toc462951621][bookmark: _Toc462951630][bookmark: _Toc465023135][bookmark: _Toc465023136][bookmark: _Toc465346829]Discussion
In IAB, as shown in the below figure 1, one IAB donor node may have many child IAB nodes and each child IAB node may also have lots of child IAB nodes and UEs. Especially, the number of child IAB nodes and UEs increases as close to the IAB donor node as possible, e.g., IAB node 1b has the greatest number of the child IAB nodes and UEs in the example figure 1 below.



Figure 1. Example topology of IAB

Considering one-to-one bearer mapping with LCID and LCG extension, the required number of logical channels depends on the number of UE DRBs. As per the RRC specification (TS 38.331), the possible maximum number of UE DRBs is 29. In this condition, if each UE has 20 DRBs, the IAB node 1b in figure 1 may need logical channels over two hundreds or even more. 
Observation 1. An IAB node may require a few hundred of or even more logical channels to support one-to-one bearer mapping. 
According to the current MAC specification, LCP after receiving a UL grant is processed based on UE wide all logical channels. For example, when the UE receives a UL grant, the MAC entity selects a logical channel from all logical channels in the UE based on the LCP restriction. In IAB, however, even though LCP restriction is applied, over one hundred of logical channels may be selected during LCP procedure depending on logical channel configuration. Especially, a UL grant for low priority of logical channel for lower QoS may confront this situation. In this case, a logical channel may not be served by the received UL grant because the UL grant may be exhausted even round 1, which is yellow highlight below, due to lots of selected logical channels for LCP.
Observation 2. a logical channel for lower QoS may be starved by the current UL grant processing with LCID extension for supporting one-to-one bearer mapping. 

	1>	allocate resources to the logical channels as follows:
2>	logical channels selected in subclause 5.4.3.1.2 for the UL grant with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a logical channel is set to "infinity", the MAC entity shall allocate resources for all the data that is available for transmission on the logical channel before meeting the PBR of the lower priority logical channel(s);
2>	decrement Bj by the total size of MAC SDUs served to logical channel j above;
2>	if any resources remain, all the logical channels selected in subclause 5.4.3.1.2 are served in a strict decreasing priority order (regardless of the value of Bj) until either the data for that logical channel or the UL grant is exhausted, whichever comes first. Logical channels configured with equal priority should be served equally.



To resolve this starvation problem, there could be two approach. One is network restriction to always provide enough size of UL grant to accommodate at least round 1 of LCP for all logical channels. However, we think that this kind of network restriction is not desirable and complete solution. For another approach, LCG based UL grant should be considered. It means that if the IAB node receives a UL grant, this UL grant is only applicable to a specific LCG, i.e., if a UL grant is for LCG 1, all logical channels of LCG 1 is only candidate for LCP and all logical channels of other LCG should not be considered for candidate for LCP. More specifically, if all logical channels in the IAB node are classified according to QoS and each group of logical channels by QoS is included into same LCG, one LCG would not have a hundred of logical channels and starvation would be prevented. Furthermore, given that satisfying QoS requirement is one of the most important objective in IAB WID, a MAC PDU may contain data from same QoS or maybe similar QoS according to LCG based UL grant processing. On the contrary, a MAC PDU by the current UL grant processing may contain data from various kind of QoS, e.g., the highest QoS through lower QoS. Thus, LCG based UL grant may not only avoid above starvation problem but also provide better QoS handling to the IAB node.  
Proposal. LCG based UL grant should be considered in IAB, i.e., each UL grant is only applicable to a specific LCG. 

[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Proposal
In this contribution, we discussed problem of current UL grant processing for IAB and present observations and proposals:
Proposal. LCG based UL grant should be considered in IAB, i.e., each UL grant is only applicable to a specific LCG. 
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