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Introduction
In the objective of study item on NR Industrial Internet of Things (NR-IIoT [1]), the following has been approved: “Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 (RAN2/RAN1)“ and “UL/DL intra-UE prioritization / multiplexing, i.e. prioritization (for example dropping, delaying or puncturing lower priority service) between different categories of traffic in the UE, including both data and control channels and considering (RAN2/RAN1)”.

Many issues related to the above points have been addressed in the email discussion 104#38. In this paper, we further elaborate and discuss other issues related to the above email discussion. This includes discussion on how to support mixed traffic, including critical periodic and aperiodic TSN traffic (with heterogeneous patterns) and non-critical traffic, e.g., eMBB. 

On support of a mixture of traffic streams
One interesting aspect of industrial automation is the intra-UE mixed traffic impact on scheduling and multiplexing. In such scenarios, we have both periodical and a-periodical flows, and both require reliable and low latency UL grants. Whereas, non-critical traffic has looser latency and reliability requirements while is preferred to be served via high spectral efficiency grants (i.e., with low reliability and long PUSCH duration). 
Hence, it is expected that the network might allocate short periodicity configured grant to mitigate latency occur because of critical traffic waiting for scheduled resources. Meanwhile, the network will also strive to increase the system spectral efficiency by allocating non-robust (spectrally efficient) dynamic grants. Hence, allocation grants (overlapping or non-overlapping) with different objectives might lead to several issues that should be addressed in Rel.16 NR-IIoT item. We address some of these issues below.

Critical traffic on un-reliable grant (non-overlapping)
In this scenario, network have allocated Configured Grants (CG) with very short periodicity. When network realizes the arrival of eMBB data through BSR or other means, it sends a dynamic grant (DG) that fits between configured grant occasions (but does not overlap with CG). Such grant might be short in duration because of CG periodicity. 
Figure 1 describes the scenario where a (short, yet unreliable) dynamic grant (noted by 10KB) fits between two occasions of CG (noted by 1KB). If both TSN and eMBB data are available in time for the dynamic grant, then TSN traffic will also fit into this dynamic grant. The current LCP restriction is only for the maximum PUSCH duration and thus not applicable in this scenario where grants of same durations are assumed. Therefore, multiplexing both TSN and eMBB in the dynamic (high spectrally efficient, unreliable) grant might result in decoding error of the critical data, hence retransmission of the TSN data will be needed. Therefore, data delivery latency will be increased.
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Figure 1. Problem of critical LCH sent on non-robust grant (non-overlapping).
The above scenario can be avoided by restricting critical LCH from being sent over unreliable (non-robust) grants. To realize such restriction, an indication of grant’s suitability to a given LCH is needed at MAC. In the previously discussed concept in Rel-15, restrictions may be defined per grant on which LCHs are allowed for transmission. Further details are to be discussed and decided in RAN1. Given such indicator is available at MAC, then the Assembly and Multiplexing Entity is responsible to restrict the LCHs’ data from being sent over the grant that is not suitable for this LCH. More details about such indicator will come later in the paper.
[bookmark: _Toc528850410][bookmark: _Toc528850426][bookmark: _Toc528853692]Restricting critical traffic from being sent over unreliable dynamic grant improves system performance, latency and spectral efficiency by avoiding un-reliable transmissions.

Scenarios of overlapping grants
Mixed traffic scenarios might lead to the case where the network allocates overlapping grants, i.e., configured grants that overlap with dynamic grants, configured grants that overlap with configured grants, and dynamic grants overlapping with dynamic grants.
Configured grant overlapping with dynamic grant
We consider that gNB allocates configured grant (for targeted UE) with very short periodicity for aperiodic data arrival at critical LCHs. The reason is that it may be difficult for gNB to know ahead of time the arrival time of such aperiodic data and an allocation of a configured grant with very short periodicity to satisfy the data requirement of a low latency target is needed. With this allocation, not all configured grants will be used if there is no data in the buffer.  
Considering that the same UE also has non-critical traffic (e.g., eMBB) waiting for transmission, gNB will strive to achieve high spectral efficiency, by allocating non-robust grant, while maintaining the low latency requirement of the critical traffic (using reliable short periodicity CG). Hence, such non-robust grant will overlap with the robust configured grant. However, the specification in Rel. 15 require UE to always prioritize the dynamic grant over the configured grant without taking into consideration the reliability of such grant. This leads to filling the non-robust grant with critical data. It follows that a potential error in decoding might occur, then retransmission request of the critical data, which will increase the delivery latency, as illustrated in Figure 2.
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[bookmark: _Ref983699]Figure 2. Problem of critical LCH sent on Un-Reliable grant (overlapping).


One potential solution of such case is to prioritize configured grant conditioned on the availability of critical data.
The priority of the LCHs and the characteristics of overlapping grants are important factors in deciding which grant is overridden in scenarios where configured grant and dynamic grant overlap. 
Configured grant overlapping with configured grant
RAN1 agreed to support multiple active configured grant configurations for a given BWP of a serving cell ‎[2]. Hence, overlapping CG configurations might occur because of different time offset and periodicity of the served TSN streams. In LTE, handling overlapping CG configurations was left to the UE implementation. In the following, we address some of such overlapping cases and associated solution. In the first two cases, gNB intentionally allocates the overlapping configured grants while in the latter case, the overlapping occurs due to the periodicity/offset conflicts among multiple TSN flows. 

Intentional overlapping - overcoming mis-alignment 
This case (illustrated in Figure 3) is considered as a motivation of allocating multiple configurations of configured grant. If critical traffic arrived later than the time needed for Conf. 1 PUSCH preparation, it cannot be sent over Conf.1. Hence, in the case that multiple configurations were not allocated, UE will have to wait till next opportunity of Conf. 1. To avoid such scenario, a smart network implementation would be to allocate multiple configurations with small starting offset among them, to decrease potential latency resulting from having to wait until next configuration grant opportunity. Then, UE selects the closest Configuration to send the critical data. 
	gNB can mitigate mis-alignment of data arrival and UL transmission starting times by allocating overlapping CG configurations. 
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Figure 3. Overlapping configurations to support mis-alignment of data arrival.


Intentional overlapping - spectral efficiency enhancement
Guaranteeing critical traffic QoS might result in a degradation of system’s spectral efficiency since the foremost concern is the grant’s robustness and delivery latency when gNB allocates grant for URLLC traffic. This is further complicated by that gNB is not always sure about the arrival of critical data. One solution is that gNB allocates overlapping configurations, with different characteristics, e.g., high to low robustness, to accommodate critical to non-critical traffic, as illustrated in Figure 4. Hence, it enables selection of the most appropriate grant configuration for the available data (according to LCH restriction rules). If data arrived on multiple LCHs with different priority, then UE selects the configuration that suits the highest priority LCH. 

	gNB can improve spectral efficiency while guaranteeing critical QoS by allocating overlapping configurations. 
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Figure 4. Overlapping configurations to support high spectral efficiency while guaranteeing QoS for critical traffic.

Non-Intentional overlapping - Overlapping configurations with similar priority
gNB might configure an LCH to be served by one configured grant. Considering the case with multiple TSN flows and each of them has the same priority. Due to different periodicity and arrival offsets, these configured grants might overlap as illustrated in Figure 5. 
The overlapping events are known before-hand at the gNB. Hence, a simple network implementation solution is to allocate a dynamic grant that is large enough to accommodate both streams at such occasion.
No need to standardize solutions for “non-intentional” overlapping configurations resulted from serving different TSN streams with different periodicity.
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Figure 5. Accommodating TSN streams with different periodicity and starting offset leads to overlapping configurations.


Dynamic grant overlapping with dynamic grant
Another topic in this area is about prioritization between two dynamic grants of different lengths i.e. partial time-overlap. gNB can also send two time overlapping dynamic UL grants due to the flexibility in time-resource allocation. Since gNB is aware of the first dynamic UL grant, it is obvious that the later dynamic UL grant is intended to have a higher priority. Thus, from UE’s point of view, a later received dynamic UL grant shall override a previous dynamic UL grant. 
Exact range of overlap where this applies is up to further study in RAN1. Feasibility of UE implementation in PDCCH monitoring is also pending for further RAN1 study. Therefore, this falls also mainly into RAN1 responsibility. From RAN2 point of view, MAC should build two MAC PDUs and let PHY to perform preemption/cancelation.
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General solution
The above scenarios present several issues. In the following, we summarize the above analysis and describe on a high-level UE’s behaviour to solve intra-UE mixed-services issues in UL. Since these behaviours depend on the separation between the functionalities in PHY and MAC, we also present our view on the MAC layer functionalities and the interaction between the two layers. 
In the following text, we use the term ‘transmission profile index’ of a grant to indicate which LCH IDs (group of LCHs) or LCH priority is allowed (based on LCP procedures in 38.321 clause 5.4.3.1) to be sent on such grant’s resources with this transmission profile index. The detailed definition is in ‎[3]. 
First of all, the prioritization between any two overlapping grants should be based on from which LCH the data can be multiplexed and the associated priority of the LCH. If there is no data that can be multiplexed on a given grant, this grant should be dropped. This procedure should consider the LCP mapping restrictions and LCH priorities. Some new LCP mapping restrictions can be considered as stated in the above, for example, using the transmission profile indication to accommodate reliability requirement of an LCH ‎[3].
The first overlapping case is between a configured grant and another configured grant or another dynamic grant. In such a case, UE can check the priority of the LCH that can be multiplexed on each grant and determine the prioritization between the two grants. The following situations might happen:
1. If a later processed grant has a higher priority LCH and the MAC PDU of an earlier grant has been assembled, then two MAC PDUs for two grants are built and passed to the PHY layer. 
2. If a later processed grant has a higher priority LCH and the MAC PDU of an earlier grant has not been assembled, then the earlier grant is dropped and only one MAC PDU is built. 
3. If a later processed grant has a lower priority LCH, then the later grant is dropped and only one MAC PDU is assembled.
With this simple rule, when two MAC PDUs are built and sent to PHY consequently for transmission, PHY layer would able to assume that any PUSCH transmissions from MAC has a higher priority. 
The second overlapping case is between two dynamic grants. If the overlapping is between two dynamic grants, the grant whose DCI signaling comes later in time has a higher priority. The MAC layer can simply build two MAC PDUs, and PHY can pre-empt/cancel the transmission of the previous MAC PDU. 
Once the UE decides to pre-empt an ongoing transmission with a new grant, it must handle all issues related to the constructed yet pre-empted MAC PDU. Such handling procedure is important because the pre-empted transmission might be a configured grant, in such case, UE will assume successful reception of the MAC PDU if no retransmission UL grant is received from gNB within the ConfiguredGrantTimer. But gNB is not aware of such transmission due to pre-emption, and no retransmission UL grant is sent. Hence UE will lose the pre-empted MAC PDU. For the case between two dynamic grants, since gNB is aware of both dynamic grants, a re-transmission UL grant for the pre-empted/canceled MAC PDU will be sent from gNB.
The construction of MAC PDU should be considered when deciding on grant selection and/or grant’s pre-emption.
In the case that MAC generates a PDU for each grant, a subsequent PUSCH transmission from MAC to PHY always has a higher priority, if it has overlapping PUSCH transmission.
Handling the pre-empted MAC PDU is necessary to avoid losing data.
Summary
Besides those proposals in the latest email summary of [104#38][NR/IIOT] Intra UE prioritization UL Data Data circulated on the RAN2 email reflector (2019-Feb-14), we further propose that 
In the case that MAC generates a PDU for each grant, a subsequent PUSCH transmission from MAC to PHY always has a higher priority, if it has overlapping PUSCH transmission.
[bookmark: _GoBack]RAN2 to further study methods for handling the pre-empted MAC PDU.
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