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Introduction
SA2 has sent LS S2-1813392 [1] in which SA2 indicates that they are studying TSN Time synchronization solutions that have the RAN impacts. In particular, SA2 would like to request RAN2 to provide input to SA2 regarding feasibility impacts from RAN perspective for the solution options and to request feedback on the scalability on the radio interface for solutions that require transport of gPTP time synchronisation messages using per-UE unicast transport over the air.
In this paper, we provide a technical overview of the solution options in TR 23.734 v16.0 [2] and analyse the RAN impacts of these solutions.  
[bookmark: _Ref178064866]Discussion
Firstly, we would like to stress that, in the conclusion section of TR 23.734, it is recommended to use the black box approach in which 5G system (5GS) is modelled as a TSN bridge as the basis for normative work. Since some sync solutions have different parts depending on how 5GS is modelled in the TSN network, we only focus on the solution parts that would model 5GS as a TSN bridge. 
In a nutshell, those solutions can be categorized into the following three categories:
5GS as one time-aware system
Solution #11 option 3, solution #17, solution #19 and solution #28 of TR 23.734 from a timing perspective can be considered as falling into a common category since on a high level they all model 5GS as a time-aware system (note: this is the terminology defined in IEEE 802.1AS-rev; however in some cases the solution proposed is not fully compliant with IEEE 802.1AS as in the case of solution #28, where the model is based on a IEEE1588 transparent clock which is not defined by IEEE802.1AS). One example fully compliant with IEEE 802.1AS, is solution #11 option 3 which is shown in figure 1 below.
The technical aspect of the time-aware system is based on the timing mechanism described in IEEE802.1AS. The basic principle of how time synchronization is achieved is that, as the TSN GM  sends its view of time (using SYNC messages) towards slave clock(s), each network element along the way receives the SYNC message and adds a correction to the SYNC message in which the correction is the delay of the SYNC message (i.e., residence time) in this network element. The 5GS acts as a single Time-Aware system, where the residence time is calculated between the external interfaces (e.g., between the translator connected to the TSN bridge on the right, and the translator connected to the End Station on the left). All network elements (including the 5GS) participate in the IEEE802.1AS best master clock algorithm (BMCA).
Thus, for the solution of using 5GS as one time-aware system, the correction includes the residence time through the system, i.e., 5G system adds a correction related with the delay of the message when it is transmitted through 5G system. The 5G system relays the “preciseOriginTimestamp to the end station, and the overall residence time is evaluated at the edges of the 5GS (i.e., UE/Translator and UPF/Translator).


Figure 1 5G system modelled as a time-aware system
The prerequisite is: 
UPF/Translator, gNB and UE/Translator are synchronized to the 5G grandmaster clock;
UPF/Translator is also locked to the TSN master clock.
[bookmark: _Hlk536197517]The 5GS transparently passes the external PTP message as user plane data. With the assumption that the nodes within 5GS are synchronized, it is possible to know the residence time of this PTP message within the 5G system and add the residence time within the relay into the "correctionField" within the header of the PTP message.
The solutions among those options differ in the details on how the residence time is calculated:
1. Time stamping at ingress and egress point: A 5G timestamp is added when PTP message arrives at the ingress point. When the PTP message is to exit the 5GS (point of egress), the UE/Translator checks difference between the current time and the time stamp corresponding to the point of PTP message ingress (at the UPF/Translator) and calculates the residence time of the message in 5G system (solution 11 option 3, solution 19 and solution 28.2).
2. A fixed residence time is assumed for PTP message
a. This is achieved by a new QoS that gives deterministic air delay and backhaul delay. However, it is not clear how the deterministic air interface delay is achieved. There might come a complexity of defining a new QoS class and its procedures (solution 17, solution 28.1).
b. This is first achieved by an explicit time stamping of the ingress time t0. The UE/Translator releases the PTP message until the time t1=t0+t_R where t_R is the desired fixed residence time.  In this option, the maximum E2E transport delay between ingress and egress entities should be known by the ingress entity beforehand from the packet delay budget (PDB).  (solution 28.2)
For all of the above methods, gPTP time synchronisation messages are transmitted using per-UE unicast transport over the radio interface and require that the UE/Translator, gNB and UPF/Translator are all aware of the 5G clock.
Scaling Issues
The distribution of the external TSN clocks using any of the above time-aware system methods require sending a PTP message for each UE that requires the external TSN clock. The PTP message is sent transparently as an ordinary user plane data through the Uu interface.  
This will impose radio interface bandwidth capacity that scale according to 
a) The quantity of UEs per cell requiring any given external TSN clock, 
b) The payload size of the PTP message,
c) The frequency with which any given external TSN clock needs to be retransmitted to the UEs (i.e. the refresh rate).
For a), the performance requirement is in TS 22.104 [3] and copied below.
Table 5.6.2-1: Clock synchronization service performance requirements
	User-specific clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	Clock synchronicity requirement 
	Service area 
	Scenario

	1
	Up to 300 UEs
	< 1 µs
	≤ 100 m x 100 m
	· Motion control
· Control-to-control communication for industrial controller

	2
	Up to 10 UEs
	< 10 µs
	≤ 2500 m2
	· High data rate video streaming

	3
	Up to 100 UEs
	< 1 µs
	< 20 km2
	· Smart Grid: synchronicity between PMUs


User-specific clock synchronicity accuracy level 1 has the largest number of UEs per cell, and the scenario is factory automation use case. In RAN1#94bis, the layout of factory automation use case is agreed as below for factory automation, which shows that inter-BS distance is 20m. For a service area of 100m x 100m, 25 BS are deployed to cover it. Hence the number of UEs per cell is 300/25=12.

For b), the payload size of the PTP message (ref [4]) is small around 50 bytes. 
For c), the refresh rate is small (8 messages per second), i.e., the default value in the IEEE 802.1AS. 

Since the PTP message is sent as user plane data with small packet size, low periodicity and for only a small amount of UEs, scaling issues regarding radio interface bandwidth capacity are not seen to be a concern.
[bookmark: _Toc430701][bookmark: _Toc431090][bookmark: _Toc540020][bookmark: _Toc540028][bookmark: _Toc540875][bookmark: _Toc540951][bookmark: _Toc966304][bookmark: _Toc971278][bookmark: _Toc973395][bookmark: _Toc1026824][bookmark: _Toc1026977]For the solution of 5GS as one time-aware system (TR 23.734 solution #11 option 3, solution #17, solution #19 and solution #28), scaling issues regarding radio interface bandwidth capacity are not seen to be a concern.

Feasibility Issues 
No feasibility issues are seen with the 5GS as one Time-aware system aware solutions in general. However, 5GS as one Time-aware system solutions that require deterministic residence time (e.g. TR 23.734 Solution #17) introduce unnecessary complexity considering the complexity of the 5GS to maintain the target deterministic delay on the Uu air interface and considering the simplicity of time-stamp based solutions that allow for variable residence time (Solution #11 option3, solution #19 and solution #28.2). 
[bookmark: _Toc966305][bookmark: _Toc971279][bookmark: _Toc973396][bookmark: _Toc1026825][bookmark: _Toc1026978]5GS as one Time-aware system solutions that require deterministic residence time (TR 23.734 solution #17) introduce unnecessary complexity considering the complexity of the 5GS to maintain the target deterministic delay on the Uu air interface and considering the simplicity of time-stamp based solutions that allow for variable residence time.

gPTP Processed in every 5GS node
In this second category of the solutions, all nodes in the 5GS, process the IEEE 802.1AS information. Within this category we could further define two main subcases: 
1) all nodes fully comply with IEEE802.1AS (i.e., the precise origin timestamp is relayed to the End device) and 
2) The nodes regenerate the timestamp, that would imply a deviation from IEEE 802.1AS (i.e. the “preciseOriginTimestamp” value of the external TSN clock at the point of 5GS ingress is not maintained at the point of 5GS egress). 
In our understanding and interpretation, solution 11 option 2 falls into the second subcase. In more detail, the UPF implements a PTP Relay Instance, and the gNB implements a PTP End Instance that regenerates the TSN timing information received from the TSN master clock via the UPF or via underlying transport network. gNB then utilizes its fine-frame structure (e.g. below PHY symbol level) via 5G specific signalling, e.g. via 5G broadcast/5G unicast frame structure, to convey precise TSN timing to the UE.  Finally, the UE implements a PTP instance that acts as GM towards the connected TSN device. 
In the second alternative, the gNB delivers the acquired external TSN clock to UEs according to the same SIB/RRC unicast method used for delivering the internal 5G clock.


Figure 2 Termination of gPTP message at gNB/UE

Feasibility Issues 
No feasibility issues are seen with the solution of termination of gPTP message at gNB/UE. However, the following can be noted:
· The gNB complexity may be of concern considering that the gNB needs to (a) acquire each external TSN clock of interest using PTP signaling and (b) maintain the mapping of its internal 5G clock to the set of acquired external TSN clocks (i.e. each external TSN clocks expressed as an offset to the internal 5G clock). In other words, each external TSN clock needs continuous tracking and signaling of time and frequency offsets, thereby leading to increased complexity for this solution.
· In our understanding, this solution follows a “boundary clock” principle as described in IEEE 1588-v2. Basically, the pair of gNB-UE regenerates the preciseOriginTimestamp. However, IEEE 802.1AS (as per the SA1 requirement) does not support this operation. 
[bookmark: _Toc966308][bookmark: _Toc971282][bookmark: _Toc973399][bookmark: _Toc1026826][bookmark: _Toc1026979]When used for TSN master clock delivery, Solution 11, option 2 in TR 23.734 is not compliant with IEEE 802.1AS.

[bookmark: _Toc966309][bookmark: _Toc971283][bookmark: _Toc973400][bookmark: _Toc966310][bookmark: _Toc971284][bookmark: _Toc973401][bookmark: _Toc431093][bookmark: _Toc540023][bookmark: _Toc540031][bookmark: _Toc430704][bookmark: _Toc431094][bookmark: _Toc540024][bookmark: _Toc540032][bookmark: _Toc540879][bookmark: _Toc540955][bookmark: _Toc966311][bookmark: _Toc971285][bookmark: _Toc973402][bookmark: _Toc1026827][bookmark: _Toc1026980]For the solution gPTP processed in every 5GS node (solution 11 option 2), extra gNB complexities are introduced.
5G GM clock as TSN GM clock
In this solution (solution 11 option 4), a single clock domain is sufficient and it is provided by the 5G system. Hence, UE only receives 5G timing information through gNB, and acts as master clock to the TSN end stations. Other TSN bridges and End stations also receive timing information from the 5G GM via UPF and underlying PTP compatible transport network. In other words, all connected domains are locked to the 5GS clock (same universal time; all working clock domains synchronous to the universal time). 

Comments specific to all solutions
Any given solution results in the introduction some inaccuracy for an external TSN clock provided to a UE, RAN2 assumes that the clock refresh rate (outside the scope of RAN2) will in practice never be so frequent. 
[bookmark: _Toc966313][bookmark: _Toc971287][bookmark: _Toc973404][bookmark: _Toc1026828][bookmark: _Toc1026981]RAN2 assumes that the clock refresh rate (outside the scope of RAN2) will in practice never be so frequent. 

Conclusion
The following observations have been made:
Observation 1	For the solution of 5GS as one time-aware system (TR 23.734 solution #11 option 3, solution #17, solution #19 and solution #28), scaling issues regarding radio interface bandwidth capacity are not seen to be a concern.
Observation 2	5GS as one Time-aware system solutions that require deterministic residence time (TR 23.734 solution #17) introduce unnecessary complexity considering the complexity of the 5GS to maintain the target deterministic delay on the Uu air interface and considering the simplicity of time-stamp based solutions that allow for variable residence time.
Observation 3	When used for TSN master clock delivery, Solution 11, option 2 in TR 23.734 is not compliant with IEEE 802.1AS.
Observation 4	For the solution gPTP processed in every 5GS node (solution 11 option 2), extra gNB complexities are introduced.
Observation 5	RAN2 assumes that the clock refresh rate (outside the scope of RAN2) will in practice never be so frequent.

Based on the above observations, we propose:
From RAN2 perspective, scalability on the radio interface is not seen to be a concern when supporting external TSN clock delivery solutions that require transport of gPTP time synchronisation messages as user plane payload. 
From RAN2 perspective, excessive gNB complexity is seen to be a concern when supporting external TSN clock delivery solutions that intercept gPTP time synchronisation messages at the gNB and regenerate the timestamp.
From RAN2 perspective, the solutions requiring a deterministic delay (TR 23.734 solution #17) are not preferred considering the excessive complexity associated with ensuring the ability of the 5GS to maintain the target deterministic delay.

[bookmark: _In-sequence_SDU_delivery]In addition, we have addional observations related with accuarcy analysis in the annex:
Observation 6	For the solution of 5GS as one time-aware system (solution #11 option 3, solution #17, solution #19 and solution #28), the total inaccuracies introduced when delivering an external TSN clock are seen as being well within the accuracy requirements (e.g. ±1us requirement), for small cells when no RF propagation delay compensation technique is applied and for large cells assuming a sufficiently good RF propagation delay compensation technique is applied.
Observation 7	For the solution gPTP processed in every 5GS node (solution 11 option 2), the total inaccuracies introduced when delivering an external TSN clock are seen as being well within the accuracy requirements (e.g. ±1us requirement) ), for small cells when no RF propagation delay compensation technique is applied and for large cells assuming a sufficiently good RF propagation delay compensation technique is applied.
Observation 8	5GS as one time-aware system solution and gPTP processed in every 5GS node solution result in the same inaccuracy being introduced for an external TSN clock between its point of ingress to and egress from the 5G system.
Observation 9	For the solution 5G GM clock as TSN GM clock (solution 11, option 4), the total inaccuracies introduced are seen as being well within the accuracy requirements (e.g. ±1us requirement), for small cells when no RF propagation delay compensation technique is applied and for large cells assuming a sufficiently good RF propagation delay compensation technique is applied.
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Annex – Accuracy analysis
5GS as one time-aware system
In this analysis example, the distribution of the internal 5G clock from the gNB to the UE is assumed to be performed using the same method as currently specified for LTE Rel-15 [7] in which both broadcast and RRC unicast solutions are supported. Other similar methods or improvements can be suitable and can be further discussed in work item phase. 
As analysed in our companion paper [6], the accuracy of the internal 5G clock delivered to the UE will vary depending upon cell size/factory configuration. Using the ball park figures in the companion paper [6], and assuming there is no radio propagation delay compensation method in place, it is expected to be in the order of ±280+35 ns for 10x10 m2 IIoT configurations (10m cell radius), ±280+70 ns for 100x100 m2 IIoT configurations (20m cell radius) and ±280+800 ns for power grid related deployments (250m cell radius). When considering time stamping based solutions (e.g. Solution #11, option 3 of [2]) two options are possible regarding how the internal 5G clock is distributed from its source node (e.g. a GPS receiver) to the UPF/Translator:
· Option 1: The UPF/Translator receives the internal 5G clock indirectly from the source node (i.e. the gNB first acquires and then relays the internal 5G clock to the UPF).
· Option 2: The UPF/Translator receives the internal 5G clock directly from the GM. Note that using this option may result in negligible different inaccuracies applicable to the external TSN clock at the point of egress (end station) when comparing the solution of 2.1 (“5GS as one Time-aware system”) and the solution of 2.2 (Indicated below as “gPTP processed in every 5GS node”).

Option 1 is expected to reflect the most likely configuration options and is therefore used for the remaining discussion below. It is not expected that conclusions would change significantly when applying the second option.
The UPF/Translator uses the internal 5G clock to time stamp a message containing an external TSN clock upon acquiring it (i.e. at the point of external TSN clock ingress). The UPF/Translator then sends the UEs the message containing the external TSN clock plus the corresponding ingress time stamp, thereby allowing the UE to calculate the residence time which is measured using its value of the internal 5G clock. Note that the distribution of the internal 5G clock to the UE and the UPF will, due to different distribution paths, result in differences regarding what they consider to be the current value of that clock. This will introduce inaccuracies when determining the residence time applicable at the point of external TSN clock egress as follows:
· Inaccuracy introduced when internal 5G clock is distributed from gNB to UPF/Translator. Here we assume that the inaccuracy experienced when distributing the internal 5G clock from the gNB to the UPF will be analogous to the inaccuracy experienced when distributing the external TSN clock from the UPF/Translator to the gNB per section 2.2.1 below (thereby resulting in the “Time-aware system” solution and the “gPTP message processed in every node” solution introducing the same amount of inaccuracy when distributing an external TSN clock): as in the RAN3 response LS [8], it is mentioned that the sync accuracy is expected to be N*40ns where N is the number of PTP hops. We take ±100ns as an example here. 
· Inaccuracy introduced when sending internal 5G clock from gNB to UE/Translator: ±280+35ns for a 10m cell, ±280+70ns for a 20m cell, ±280+800ns for 250m cell (see [7]) where 35 ns, 70 ns and 800 ns correspond to the RF propagation delay which could be compensated. 
· Resulting inaccuracy between internal 5G system clock at UPF/Translator and UE/Translator: ±380+35ns for a 10m cell, ±380+70ns for a 20m cell, ±380+800ns for 250m cell
Using the Time-aware system solution the external TSN clock will therefore experience the following inaccuracies between the external TSN clock source node and its point of egress at the UE/Translator:
· Inaccuracy introduced when external TSN clock is distributed to UPF/Translator: ±100ns (example based on assuming a small TSN network, and a good performing TSN GM)
· Inaccuracy introduced when calculating residence time for external TSN clock at point of egress: ±380+35ns for a 10m cell, ±380+70ns for a 20m cell, ±380+800ns for 250m cell (with potential removal of RF propagation delay, i.e., where 35 ns, 70 ns and 800 ns depending on the cell dimension)
· Total inaccuracy for external TSN clock at point of egress (end station) relative to its value at the input of the external TSN GM node: ±480+35ns for a 10m cell, ±480+70ns for a 20m cell, ±480+800ns for 250m cell (with potential removal of RF propagation delay, i.e., where 35 ns, 70 ns and 800 ns depending on the cell dimension)
Note that as observed in the companion paper [5][6] methods exist for RF propagation delay compensation and shall be used in the large cell case to compensate the 800 ns RF propagation delay.  The RF propagation delay compensation in general shall be used for making solutions robust and flexible versus different deployment scenarios. When considering all these factors up, we observe that
[bookmark: _Toc430700][bookmark: _Toc431089][bookmark: _Toc966303][bookmark: _Toc971277][bookmark: _Toc973394][bookmark: _Toc1026829][bookmark: _Toc1026982][bookmark: _Toc540019][bookmark: _Toc540027][bookmark: _Toc540874][bookmark: _Toc540950]For the solution of 5GS as one time-aware system (solution #11 option 3, solution #17, solution #19 and solution #28), the total inaccuracies introduced when delivering an external TSN clock are seen as being well within the accuracy requirements (e.g. ±1us requirement), for small cells when no RF propagation delay compensation technique is applied and for large cells assuming a sufficiently good RF propagation delay compensation technique is applied. 

gPTP processed in every 5GS node
Using this solution, the external TSN clock will experience the following inaccuracies between its source TSN GM node and its point of egress at the UE (end station):
· Inaccuracy introduced when external TSN clock is distributed to UPF: ±100ns
· Inaccuracy introduced when external TSN clock is distributed from UPF to gNB. Here we assume that the inaccuracy experienced when distributing the internal 5G clock from the gNB to the UPF per section 2.1.1 above will be replicated when distributing the external TSN clock from the UPF to the gNB (thereby resulting in the Time-aware system solution and the gPTP message intercept solution introducing the same amount of inaccuracy when distributing an external TSN clock): ±100ns
· Inaccuracy introduced when the external TSN clock is distributed from a gNB to UEs using the SIB/RRC unicast based method which uses 5G frame structure (implicitly relying on internal 5G clock) for reference – see [6]: ±280+35ns for a 10m cell, ±280+70ns for a 20m cell, ±280+800ns for 250m cell where 35 ns, 70 ns and 800 ns correspond to the RF propagation delay which could be compensated. 
· Total inaccuracy for external TSN clock at point of egress (end station) relative to its value at the external TSN node: ±480+35ns for a 10m cell, ±480+70ns for a 20m cell, ±480+800ns for 250m cell
Similarly to the analysis above, we note that as observed in the companion paper [5][6] methods exist for RF propagation delay compensation and shall be used in the large cell case to compensate the 800 ns RF propagation delay.  When considering all these factors we observe that
[bookmark: _Toc430703][bookmark: _Toc431092][bookmark: _Toc540022][bookmark: _Toc540030][bookmark: _Toc540877][bookmark: _Toc540953][bookmark: _Toc966306][bookmark: _Toc971280][bookmark: _Toc973397][bookmark: _Toc1026830][bookmark: _Toc1026983]For the solution gPTP processed in every 5GS node (solution 11 option 2), the total inaccuracies introduced when delivering an external TSN clock are seen as being well within the accuracy requirements (e.g. ±1us requirement) ), for small cells when no RF propagation delay compensation technique is applied and for large cells assuming a sufficiently good RF propagation delay compensation technique is applied.

We also observe that
[bookmark: _Toc540025][bookmark: _Toc540033][bookmark: _Toc540878][bookmark: _Toc540954][bookmark: _Toc966307][bookmark: _Toc971281][bookmark: _Toc973398][bookmark: _Toc1026831][bookmark: _Toc1026984]5GS as one time-aware system solution and gPTP processed in every 5GS node solution result in the same inaccuracy being introduced for an external TSN clock between its point of ingress to and egress from the 5G system.

5G GM clock as TSN GM clock
This is the simplest solution, and following the similar accuracy analysis above we only have the following error component: 
· Inaccuracy introduced when internal 5G clock is distributed from gNB to UE: ±280+35ns for a 10m cell, ±280+70ns for a 20m cell, ±280+800ns for 250m cell (see [7])
· Inaccuracy introduced when internal 5G clock is distributed to gNB to UPF: ±100 ns
· Inaccuracy introduced when internal 5G clock is distributed from UPF to external TSN node: ±100 ns
· Total inaccuracy for 5G internal clock at UE (end station) relative to its value at the external TSN node: ±480+35ns for a 10m cell, ±480+70ns for a 20m cell, ±480+800ns for 250m cell

With the above analysis on the RF propagation delay compensation, we also have that 
[bookmark: _Toc966312][bookmark: _Toc971286][bookmark: _Toc973403][bookmark: _Toc1026832][bookmark: _Toc1026985][bookmark: _Toc430705][bookmark: _Toc431095][bookmark: _Toc540026][bookmark: _Toc540034][bookmark: _Toc540880][bookmark: _Toc540956]For the solution 5G GM clock as TSN GM clock (solution 11, option 4), the total inaccuracies introduced are seen as being well within the accuracy requirements (e.g. ±1us requirement), for small cells when no RF propagation delay compensation technique is applied and for large cells assuming a sufficiently good RF propagation delay compensation technique is applied. 
image1.emf
 

TSN   

time domain  

End  

Station  

UE  

gNB  

5G   

GM  

TSN  

Brid  ge  

End  

station  

TSN    

GM  

S  

M  

S  

Uu  

M  

M  

S  

PTP    compatible  

transport  

M  

S  

5G system Modelled   

as one time  -  aware   

relay (  gNB   not   

involved in 802.1AS)  

5G time   

domain  

UPF  

TS  

TS  

Translator  

/ Adaptor  

Translator  

/ Adaptor  


oleObject1.bin

[image: image7.emf]

TSN 







time domain







End







Station







UE







gNB







5G 







GM







TSN







Brid







ge







End







station







TSN 







GM







S







M







S







Uu







M







M







S







PTP 







compatible







transport







M







S







5G system Modelled 







as one time







-







aware 







relay (







gNB







not 







involved in 802.1AS)







5G time 







domain







UPF







TS







TS







Translator







/ Adaptor







Translator







/ Adaptor











[image: image1][image: image2.emf][image: image3.emf][image: image4.emf][image: image5.emf][image: image6.emf]
image2.jpeg
50m

20m

20m

<€

2%

>0¢

20m

20m

10m

120m





image3.emf
5G System

PTP capable 

transport

NW

TSN 

GM

End 

Station

UE

S M

M:    Port is in Master state

S:      Port is in Slave state

GM: Grand Master

UPF

5G air 

interface 

time 

information

5G 

GM 

gNB

M

Uu

M

 


oleObject2.bin


[image: image1.emf]5G System


PTP capable 


transport


NW


TSN 


GM


End 


Station


UE


S M


M:    Port is in Master state


S:      Port is in Slave state


GM: Grand Master


UPF


5G air 


interface 


time 


information


5G 


GM 


gNB


M


Uu


M




5G System
PTP capable 
transport
NW
TSN GM
End Station
UE
S
M
M:    Port is in Master state
S:      Port is in Slave state
GM: Grand Master
UPF
5G air interface time information
5G GM
gNB
M
Uu
M






