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1	Introduction
It was agreed during the IAB SI phase to support IP termination in IAB node and one of the possible protocol stacks to achieve that, as captured in TR 38.874 is presented below:
[image: ]
Figure 1. Exemplary UP protocol stack with IP terminated in IAB node
Figure 1 does not consider UP security, but TR provides some possibilities to address this as well.
	F1*-U can be security-protected via PDCP or IPsec. One example is given for each of these two options. Other options are not precluded.


Figure 8.2.8-1: Protocol stack example for PDCP-based security protection of F1*-U



Figure 8.2.8-2: Protocol stack example for IPsec-based security protection of F1*-U



We discuss more about security aspect in a dedicated contribution in [1]. In this paper, we focus on the adaptation layer design, configuration and routing. As explained in the beginning of section 2, we assume that GTPU-TEID is available for the Donor DU to perform mapping functions. However, most of the considerations can be applied regardless of whether this is TEID or another identifier (e.g. IPv6 flow ID) that is used for mapping to UE bearers in the Donor DU. An aspect of dual connectivity between child IAB nodes and parent IAB nodes is also considered.
2	Adaptation layer identifiers
According to the description in TR 38.874, the main purpose of adaptation layer is the following:
	Functions supported by the adaptation layer
In architecture 1a, information carried on the adaptation layer supports the following functions:
-	Identification of the UE-bearer for the PDU;
-	Routing across the wireless backhaul topology;
-	QoS-enforcement by the scheduler on DL and UL on the wireless backhaul link;
-	Mapping of UE user-plane PDUs to backhaul RLC channels;
-	Potentially other functions.
<PART RELATED TO ARCHITECTURE 1B REMOVED>
In case the IAB-node is connected via multiple paths, different identifiers (e.g. route ID, IAB-node address) in the adaptation layer will be associated with the different paths, enabling adaptation layer routing on the different paths. The different paths can be associated with different backhaul RLC-channels.



The TR describes also how potential contents of the adaptation layer could look like to support the function mentioned above:
	Content carried on the adaptation layer header
The study identifies information to be carried on the adaptation layer header. This may include:
-	UE-bearer-specific Id;
-	UE-specific Id;
-	Route Id, IAB-node or IAB-donor address;
-	QoS information;
-	Potentially other information.



Additional information helpful in understanding what the contents of the adaptation layer should be and how those are utilized can be found in the description of how the packets are processed by various nodes (Donor, intermediate IAB node, serving IAB node) for both DL and UL in TR 38.874. Following subsections discuss DL and UL cases separately.
2.1	Packet processing in DL and impact on adaptation layer design
 Taking the DL case first, as per TR 38.874:
Table 8.2.10.1-1: Downstream packet processing - consolidated example 1 (red: ingress parameters; blue: egress parameters)
	
	IAB-donor DU
	IAB-node

	Ingress
packet
	On wireline network, packet received from CU holds:
-  GTP-U TEID

	On BH-link, packet received from parent holds:
-  UE-bearer-ID
-  IAB-node-address
-  LCID 

	Packet
processing
	Node derives from packet header and lookup tables:
-  Egress link type based on GTP-U TEID:
-  "UE-access" if UE of UE-bearer-ID is local
-  "BH" if UE of UE-bearer-ID is remote
-  If egress link type = "UE-access", derive:
-  Egress link based on GTP-U TEID
-  Egress RLC channel from GTP-U TEID
-  If egress link type = "BH", derive:
-  UE-bearer-ID and IAB-node-address based on   GTP-U TEID
-  Egress link based on IAB-node-address (routing)
-  Egress RLC-channel based on UE-bearer-ID (N:1 bearer mapping).
-  Egress LCID based on 1:1 mapping between RLC channel and LCH.

	-  Node derives from packet header and lookup tables:
-  Ingress RLC channel through 1:1 mapping from LCID
-  Egress link type based on IAB-node-address:
-  "UE-access" if address is local
-  "BH" if address is remote
-  If egress link type = "UE-access", derive:
-  Egress link from UE-bearer-ID
-  Egress RLC channel from UE-bearer-ID
-  If egress link type = "BH", derive:
-  Egress IAB-node-address = Ingress IAB-node-address
-  Egress link based on IAB-node-address (routing)
-  Egress RLC channel based on ingress RLC channel and IAB-node-address (mapping between BH RLC channels)
-  Egress LCID via 1:1 mapping between RLC channel and LCH.

	Egress
packet
	On BH link, packet transmitted to child holds:
-  UE-bearer-ID
-  IAB-node-address
-  LCID
On UE-access link, RLC packet transmitted to UE holds:
-  LCID
	On BH link, packet transmitted to child holds:
-  UE-bearer-ID
-  IAB-node-address
-  LCID
On UE-access link, RLC packet transmitted to UE holds:
-  LCID



It is assumed above that the Donor DU will be able to deduce the identity of the UE and UE’s bearer based on the GTP-U header of the packet. This however depends on the security mechanism applied, since in case IPSec is applied the contents of GTP-U header will not be readable by the Donor DU. In that situation the mapping would have to be done based on Traffic class (8 bits) and IPv6 flow label (20 bits). This altogether provides 28 bits to differentiate UE bearers while TEID field, normally used for this purpose, has a length of 32 bits. It is expected 28 bits to be sufficient when IPv6 is used. On the other hand, when an operator does not have IPv6 deployed in the network, but relies on IPv4, the available number of bits for that purpose would be 6, which is the DSCP field length in IPv4 header. This definitely cannot be found sufficient for IAB deployments. For that reason, it would be beneficial to introduce an additional GTP-U header, which would carry at least TEID to be used by the Donor DU to perform mapping to UE bearer IDs in the adaptation layer. The example of the resulting protocol stack, assuming IPSec is applied as a security algorithm (but PDCP based security would also be compliant with this design), is presented below.
Proposal 1: Additional GTP-U header is appended to the downstream PDU sent from Donor CU to Donor DU after IP/IPSec protocol stack.
[image: ipsec_up]
Figure 1 UP protocol stack wit han additional GTP-U tunnel between Donor CU and Donor DU

Once the GTP-U TEID is available it can be translated by the Donor DU into e.g. UE-bearer identifier and IAB node identifier as suggested by the design example in the TR. This means that UE bearer identifier carried by the adaptation layer needs to be unique within serving IAB node only. It seems that 16 bits, allowing to configure ~65k bearers per IAB node is a sufficient number. At the moment, maximum number of supported radio bearers per UE is 32, so the 16 bits could be divided further into 11 bits used to identify a UE and 5 bits identifying the bearer of the UE.
Proposal 2: Adaptation layer contains UE ID and UE bearer ID allowing the IAB nodes to uniquely identify the UE and its bearer within the IAB node. The length of UE ID is 11 bits and the length of UE bearer ID is 5 bits.
Considering UE bearer ID is unique within a single IAB node only, we need an additional IAB node identifier to allow for routing the packet within IAB topology. The simplest way to realize that is to append the IAB node ID to the adaptation layer. On the other hand, considering that by configuring Dual Connectivity we can establish more than one route to reach a certain IAB node, IAB node ID itself would not be sufficient. This depends also on whether multiple paths to reach the same IAB node should be available simultaneously or only one path should be active at a time while the other one is always in stand-by mode. Considering that intra-frequency DC is not available at the moment, the latter might be preferred, but, on the other hand, for future compatibility it might be better to allow for multiple active routes already now when designing the adaptation layer. 
Proposal 3: IAB design should support multiple routes to reach the same IAB node from Donor to be active at the same time.
In case the proposal is agreeable, the IAB node ID itself cannot be used to tell how the packet should be routed in the IAB topology. Therefore, a route ID will be required which could be either used alone or in conjunction with IAB node. Considering that a single IAB node can connect to multiple Donor DUs and, from Dual Connectivity perspective, even to multiple Donor CUs, IAB node IDs need to be unique within a created topology. This should be achieved by the topology manager function allocating the IDs to the IAB nodes joining the topology, but to allow for a sufficient number of those, we believe  the field length should be 14 bits allowing the support of ~16k IAB nodes per topology. This would, e.g. cover the topology of 4 CUs (2 bits) with 128 DUs per each CU (7 bits) with 5 hops and 2 child nodes per each parent (5 bits).
Additionally, considering that there could be multiple routes to reach each of the IBA nodes, it is proposed to add another 2 bits, which would allow to use up to 4 routes to reach each of the IAB nodes with an example presented in Figure 1.


Figure 2 Example of multiple paths established between Donor and IAB node 6
Proposal 4: Adaptation layer should contain IAB node ID. The field length should be 14 bits.
Proposal 5: Adaptation layer should contain Route ID in addition to IAB node ID to distinguish various paths to reach a certain IAB node. The length of the field should be 2 bits.
In the DL direction, the first node which needs to be aware of how to route the traffic is IAB Donor DU. Following the example from Figure 1, it has the possibility to route the traffic via either IAB node 1, 2 or 3. Then IAB node 2 must be aware of whether it should route the traffic via IAB node 4 or 5. As captured in the TR 38.874, it is the Donor-CU which configures the routing tables and this should pertain to both Donor DU and IAB nodes.
Proposal 6: Confirm that Donor CU configures routing tables in both Donor DU and IAB nodes.
Based on the previous proposals in this contribution the routing table would have to provide the following mapping information:
· GTP-U TEID  {UE bearer ID, Destination IAB node ID, Preferred Route ID} 
· Destination IAB node ID + Preferred Route ID  Next IAB node ID
It could be sufficient to rely on Next IAB node ID only and resign from Route ID completely, but that would require modifying the adaptation layer header by intermediate nodes, which is not seen beneficial. 
Proposal 7: For DL, Donor CU configures routing tables in the Donor DU by providing the mapping between:
· GTU-U TEID  {UE bearer ID, Destination IAB node ID, Preferred Route ID}
· Destination IAB node ID + Preferred Route ID  Next IAB node ID
This way it is possible to separate traffic between different backhaul links on a per UE bearer basis. However, if an Access UE establishes Dual Connectivity with an additional IAB node, then even a single bearer would utilize two different paths, which would ensure enhanced reliability along the entire way from the UE to Donor CU, e.g. for split bearers configured with PDCP duplication. This seems to provide sufficient granularity for load balancing of the traffic between different IAB routes as well as ensure sufficient level of reliability in case the duplication is supported by the Access UE. It might be worth discussing whether packet duplication inside the IAB tree itself should be supported for the sake of UEs not capable of PDCP duplication.
Proposal 8: Discuss further whether duplication of traffic inside the IAB topology should be supported when multiple paths between the IAB node and Donor CU are available. 
The route ID proposed above is called a “preferred” route ID to indicate that this is the one to be used as long as it is available. However, to provide robustness against potential backhaul link failures, we think that the list of all eligible next hop IAB nodes to reach a certain destination IAB node should also be provided. This information does not have to be repeated for each routing entry related to a UE bearer ID.
Proposal 9: In addition, Donor CU may configure the list of all eligible next hop IAB nodes to reach a certain destination IAB node, i.e.: Destination IAB node ID  {Next IAB node IDx, Next IAB node IDy, …}
 Proposal 10: Single UE bearer is always mapped to a next IAB node ID indicated by a preferred Route ID, if available. Otherwise, it can be mapped to any of the eligible and available Next hop IAB nodes as configured by the Donor CU.
The design presented above supports QoS enforcement on a per UE bearer basis. Support of so called N:1 mapping, allowing for QoS enforcement on a per aggregated backhaul RLC channel, requires configuring QoS profile defining QoS parameters and identified by a QoS ID in the intermediate IAB nodes. Enforcement of QoS could be then realized in two different ways:
· By including QoS ID in the adaptation layer header instead of  UE ID and UE bearer ID
· Configuring mapping between certain UE bearer IDs and QoS IDs
The second approach would be more aligned with a 1:1 bearer mapping configuration, but would also require some reconfiguration of the intermediate IAB nodes when any new Access UE connects to the Donor CU or establishes new bearer, even if it was to be mapped to one of the existing RLC channels. It would be beneficial to avoid this kind of configuration, which is one of the reasons to have N:1 bearer mapping in our understanding. It should be noted that mapping between GTP-U TEID (or UE bearer ID) and QoS ID will have to be configured by the Donor CU in the Donor DU and serving IAB node anyway. Based on this, we propose to agree on the following:
Proposal 11: N:1 bearer mapping is supported by:
· Donor CU configuring QoS profile defining QoS parameters (identified by a QoS ID) in the Donor DU and intermediate IAB nodes; and
· Donor CU configuring mapping of GTP-U TEID to QoS ID in Donor DU and serving IAB node; and
· Including QoS ID in the adaptation layer header
2.1	Packet processing in UL and impact on adaptation layer design
The processing the UL direction is described in TR 38.874 in the following way:
Upstream processing by IAB-donor DU and IAB-node
Table 8.2.10.1-2: Upstream packet processing – consolidated example 1 (red: ingress parameters; blue: egress parameters)
	
	IAB-donor DU
	IAB-node

	Ingress
packet
	On BH link, packet received from child holds:
-  UE-bearer-ID
-  IAB-donor DU-address
-  LCID
On UE-access link, RLC packet received from UE holds:
-  LCID 
	On BH link, packet received from child holds:
-  UE-bearer-ID
-  IAB-donor DU-address
-  LCID
On UE-access link, RLC packet received from UE holds:
-  LCID

	Packet
processing
	Node derives from packet header content and lookup tables:
-  Ingress RLC-channel based on LCID using 1:1 mapping between RLC channel and LCH.
-  If ingress link type is "UE-access", derive:
-  GTP-U TEID from ingress link and LCID
-  If ingress link type is "BH", derive:
-  GTP-U TEID from UE-bearer-ID

	Node derives from packet header content and lookup tables:
-  Ingress RLC-channel based on LCID using 1:1 mapping between RLC channel and LCH.
-  If ingress link type is "UE-access", derive:
-  UE-bearer-ID from ingress link and LCID
-  IAB-donor DU-address based on UE-bearer-ID
-  Egress link based on IAB-donor DU-address (routing)
-  Egress RLC-channel based on UE-bearer-ID (N:1 bearer mapping)
-  If ingress link type is "BH", derive:
-  Egress IAB-donor DU-address = Ingress IAB-donor DU-address
-  Egress link based on IAB-donor DU-address
-  Egress RLC channel based on ingress RLC channel and IAB-donor DU-address (mapping between BH RLC channels)
-  LCID via 1:1 mapping between RLC channel and LCH.

	Egress
packet
	On wireline network, packet transmitted to CU holds:
-  GTP-U TEID

	On BH link, packet transmitted to parent holds:
-  UE-bearer-ID
-  IAB-donor DU-address
-  LCID



The difference with respect to the downlink case is that the final destination of the packet belonging to a certain UE bearer is always a single IAB Donor CU.
Proposal 12: IAB Donor CU ID is included in the adaptation layer header for UL direction. The length of the field is 5 bits.
Additionally, there could be multiple routes to reach a certain Donor CU (in general, those could be the same routes as used for DL direction). Thus, for each IAB Donor CU ID, Donor CU should also be able to provide a list of eligible next hop IAB nodes. The preferred one could also be indicated in the same manner as for DL, i.e. by including Preferred Route ID in the adaptation layer and configuring the mapping of Preferred Route ID to Next IAB ID node in UL (which obviously would be different from the one used for DL direction).
Proposal 13: Routing for UL direction can be configured in the similar manner as for DL case, i.e. the Donor CU configures IAB nodes with:
· a list of all eligible next hop IAB nodes to reach a certain destination IAB Donor CU, i.e.: Destination Donor CU ID  {Next IAB node ID 1, Next IAB node ID 2, …} 
· Mapping between Preferred Route ID and Next IAB node ID
3	Summary
Based on the discussion in the paper the following is observed and proposed:
<PROPOSALS TO GO HERE>
To sum up, the proposals made throughout the paper would result in the following configurations being provided by Donor CU to the IAB nodes:
	Configuration in the Donor DU:
For each possible Destination IAB node ID:
· Destination IAB node ID  Possible next hops list, i.e. {Next IAB node ID 1, Next IAB node ID 2, …}
For each established UE bearer:
· GTP-U TEID  {UE bearer ID/QoS ID, Destination IAB node ID, Preferred Route ID} 
· Preferred Route ID  Next IAB node ID



	Configuration in the intermediate IAB node:
For each possible Destination IAB node ID
· Destination IAB node ID  Possible next hops list, i.e. {Next IAB node IDx, Next IAB node IDy, …}
· Destination CU ID  Possible next hops list, i.e. {Next IAB node IDz, Next IAB node IDq, …}
For each established UE bearer subject to 1:1 mapping:
· {UE ID, UE bearer ID, Destination IAB node ID}  {Preferred Route ID}
· {UE ID, UE bearer ID, Destination CU ID}  {Preferred Route ID}
· Preferred Route ID (downlink)  Next IAB node IDx
· Preferred Route ID (uplink)  Next IAB node IDy
For each newly established QoS profile (N:1 mapping):
· {QoS ID, Destination IAB node ID}  {Preferred Route ID}
· {QoS ID, Destination CU ID}  {Preferred Route ID}
· Preferred Route ID (downlink)  Next IAB node IDyx
· Preferred Route ID (uplink)  Next IAB node IDy



	Configuration in the serving IAB node:
For each possible Destination IAB Donor CU ID:
· Destination IAB Donor CU ID  Possible next hops list, i.e. {Next IAB node IDx, Next IAB node IDy, …}
For each established UE bearer:
· GTP-U TEID  {UE ID, UE bearer ID/QoS ID, Destination CU ID, Preferred Route ID} 
· Preferred Route ID  binary indication (MCG or SCG)
For each newly established QoS profile (N:1 mapping):
· {QoS ID, Destination CU ID}  {Preferred Route ID}
· Preferred Route ID (uplink)  Next IAB node IDy



The resulting adapt header could look for example in the following way:


Figure 3 Adapt header structure for 1:1 mapping in DL direction



Figure 4 Adapt header structure for N:1 mapping in DL direction



Figure 5 Adapt header structure for 1:1 mapping in UL direction



Figure 6 Adapt header structure for N:1 mapping in UL direction
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