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Introduction

During RAN2#103bis meetings, IAB architectures were discussed and it was agreed that a unified design allowing both many-to-one and one-to-one bearer mapping shall be supported [1]. 
Agreements:

The IAB architecture should support many-to-one and one-to-one bearer mappings in a design since both mapping option provide benefits in different deployment and traffic scenarios.

The design should allow many-to-one and one-to-one bearer mappings to be used at the same time.
The unified design supports hop-by-hop ARQ.  End-to-end ARQ is not excluded for one-to-one mapping.  
The unified design addresses LCID-space and LCG-space limitations to support fine-granular QoS for a sufficiently large number of bearers.

The WI should aim for a IAB system with both bearer mapping (N-to-1 and 1-to-1) options for Rel.16.
In RAN2#104, the following agreements have been achieved. 
Agreements:

We go for the consolidated example 1, “adapt above RLC” + “LCID ext”

We keep LCID extension in the solution description, as this is a method to achieve 1:1 mapping

Confirm that UE is not expected to need to implement the LCID extension.  
Only Hop-by-hop ARQ in Rel-16

The Rel.16 IAB WI focuses on only “IP termination at Access IAB node”
In this contribution, we will further discuss the IAB UP protocol stack and Adaptation layer based on the above agreements. 
Discussion

2.1 UP protocol stack
[image: image1.png]1AB-donor

1AB-node 1

1AB-node 2

DU MT DU CU-UP

MT

DU

UE

{ Adapt |

(R ]

F1*~U with_protection

1P

E
[Adept ] [Adast |
[Ric ] [RC}





Figure-1: Protocol stack example for UE access using IP relaying
One example UP protocol stack for UE access using L2 relaying is shown in Fig.1 based on the agreements in the last RAN2 meeting. In this example, each IAB node holds an IP address. This allows the native F1-U to be established end-to-end, i.e. between the DU at the access IAB node and CU-UP at the IAB donor. An IPSec function may exist above IP layer for security protection of F1-U. At IAB-donor DU, IP packet to/from the downstream IAB nodes would be routed to the destination at IP layer directly. 
At both IAB nodes and IAB-donor DUs, Adapt layer is located above RLC layer to perform the mapping between different IP flows and BH RLC channels. For the example in Fig.1, UL traffic could be mapped from IP layer to a corresponding BH channel at the access IAB node of UE, i.e. IAB-node 2. And when IAB donor DU receive DL IP packets to a downstream IAB node, it would also map it to a corresponding BH channel in downlink by Adapt layer. At the intermediate IAB node (i.e. IAB-node 1), Adapt layer would be responsible for mapping the incoming IP packets to a outgoing BH RLC channel in both UL and DL directions. In those traffic mapping processes, QoS parameters attached in IP header could be used by Adapt layer to select an outgoing RLC channel. It is also possible to let donor CU configure the mapping relation between the incoming and outgoing BH RLC channels directly based on QoS characteristics of them. 
As we can see from Figure 1, IP layer exists in each node of IAB network, IP address could be directly used as the destination address, and the routing could be performed at IP layer. Hence, IP routing could be support in IAB network due to the existence of IP layer at each node. 
Proposal 1: IP routing could be supported in IAB network due to the existence of IP layer at each IAB node. 
However, legacy IP routing based on distributed routing control requires a complex routing information exchange process to update the routing table when the connection status between routers changes. Such a routing information exchange process could be very time consuming, and it is not suitable for IAB network which has fast-changing wireless connections in the high-frequency spectrum. To cope with the fast changing wireless connections, a centralized routing table configuration mechanism could be applied where the routing table at each node in IAB network could be configured by IAB-donor CU. As IAB-donor CU has RRC connection with the MT part of each IAB node, and it could acquire the radio link status of each hop by existing RRC measurement report. Also, whenever a new IAB node get connected, IAB-donor CU could also have the topology information at first. Hence, IAB-donor CU who has complete information on the entire IAB network topology inherently is very suitable to be the central controller for the configuration of routing table. Therefore, it is suggested that the routing table at each node in IAB network be configured by IAB-donor CU through RRC or F1AP signaling. 
Proposal 2: The routing table at each IAB node or IAB donor DU could be configured by IAB-donor CU through RRC or F1AP signaling. 

The MT part of IAB node may also have its own access traffic, e.g., for OAM support. In [2], two options for the transportation of MT’s traffic, i.e. either by using separate RLC channel or reusing BH RLC channel, has been compared. Since reusing BH RLC channel needs not setup and maintain specific RLC channels for MT’s traffic, it saves the corresponding signaling overhead and latency caused by RLC-channel setup process. Moreover, the number of logical channels is not reduced, and the MT part could use the same processing rules for both MT’s traffic and BH traffic. Hence, the MT part of IAB node should reuse BH RLC channel to transport its own access traffic.
Proposal 3: the MT part of IAB node should reuse BH RLC channel to transport its own access traffic. 
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Figure-2:  An protocol stack example for MT access using IP relaying with adaptation layer
An protocol stack example for MT’s traffic using IP relaying with adaptation layer is shown in Fig.2, where Adapt layer exist at the originating MT. At the parent node (shown as IAB-node 1 in Fig.2), Adapt layer would receive the packet and forward it to IAB donor by F1*-U interface. It should be noted that BH traffic of IAB-node 2 which already go through F1*-U encapsulation needs only to be routed at IP layer in IAB-node 1 (as shown in Fig.1), and it should not go through F1*-U encapsulation a second time. Hence at the Adapt layer in the MT’s parent node, MT’s traffic must be differentiated from its BH traffic. One potential solution for the differentiation could be indicating the traffic as BH traffic or MT’s own traffic in the Adapt header, and MT’s parent node would decide whether F1*-U processing is needed according to that indication for UL traffic. In DL, after IAB-node 1 DU receive the packet to MT of IAB-node 2, it would also add a Adapt header with carry indication of MT’s traffic. When IAB-node 2 MT receive this packet, the packet would be forwarded to MT’s own PDCP entity instead of IP layer. 

Proposal 4: Suppose the adapt layer is included for MT originated traffic, it is necessary to include an indication in Adapt header to indicate the packet is either MT’s traffic or BH traffic for further processing. 

2.2 Contents of Adapt header  

As described in [2], “information to be carried in Adapt header has been discussed, which may include:

-
UE-bearer-specific ID 

-
UE-specific ID  

-
Route ID, IAB-node or IAB-donor address 

-
QoS information 
-
Potentially other functions.”
According to the updated UP protocol stack using IP relaying (as shown in Fig.1), each IAB node holds an IP address. This allows the native F1-U to be established end-to-end, i.e. between the DU at the access IAB node and CU-UP at the IAB donor. Hence, UE-bearer-specific ID is no longer necessary to be carried in the Adapt header as the identification of each DRB of access UEs could be based on TEID in GTP-U header in F1*-U interface. 
Observation 1: It is not necessary to carry the UE-bearer-specific ID in the Adapt header as the identification of each DRB of access UEs could be based on TEID in GTP-U header in F1*-U interface. 
Since DRB could be identified by the TEID in GTP-U header and each UE may have one or multiple DRBs,  the belonging UE of a DRB could also be easily known at the access IAB and IAB Donor CU. Hence, it is not necessary for Adapt layer to carry UE-specific ID as well unless some kind of UE-specific processing need to be performed at the intermediate IAB node. However, UE-specific forwarding would require lots of information at the intermediate IAB node and IAB Donor DU, which would change frequently whenever a new UE enter or leave the network. Hence, UE-specific forwarding mechanism would generate lots of signaling overhead, and it is not a reasonable solution in multi-hop IAB network. Therefore, UE-specific ID is not necessary to be carried by Adapt header as well. 
Observation 2: UE-specific ID is not necessary to be carried in Adapt header.
Since IP layer is now supported in the UP protocol stack, each IP packet would be routed at IP layer, even though the routing table could be configured by IAB-donor CU in a centralized way. In this method, "Route ID, IAB-node or IAB-donor address" could be replaced by IP address, and traffic could be routed directly according to the IP address in the header of IP packets. Hence, "route Id, IAB-node or IAB-donor address" is not necessary to be carried in Adapt header as traffic could be relayed at IP layer. 
Observation 3: Route Id, IAB-node or IAB-donor address is not necessary to be carried in Adapt header as traffic could be relayed based on IP address carried in IP layer. 
In IP header, some fields have been defined to indicate the QoS requirements of the packet. For example, 6-bit DSCP (Differentiated Services Code Point) could provide 64 QoS levels, and 20-bit flow label in IPv6 header could be used to identify different flows for further QoS-related treatment. Hence, other QoS information is not necessary to be  carried in Adapt header.
 Observation 4: QoS information is not necessary to be  carried in Adapt header. 

 Finally, as discussed above, an indication is needed in Adapt header to indicate the packet is either MT’s traffic or BH traffic to differentiated them for further processing at IAB node. Hence, it is proposed to carry Adapt header with indication of the packet as MT’s traffic or BH traffic. . 
Proposal 5: It is suggested to carry adapt header with indication of the packet as MT’s traffic or BH traffic.  
Conclusion

In this contribution, we have a further discussion IAB UP protocol stack and Adaptation layer. And we have the following observations and proposals:

Observation 1: It is not necessary to carry the UE-bearer-specific ID in the Adapt header as the identification of each DRB of access UEs could be based on TEID in GTP-U header in F1*-U interface. 
Observation 2: UE-specific ID is not necessary to be carried in Adapt header.
Observation 3: Route Id, IAB-node or IAB-donor address is not necessary to be carried in Adapt header as traffic could be relayed based on IP address carried in IP layer. 
 Observation 4: QoS information is not necessary to be  carried in Adapt header. 
Proposal 1: IP routing could be supported in IAB network due to the existence of IP layer at each IAB node. 
Proposal 2: The routing table at each IAB node or IAB donor DU could be configured by IAB-donor CU through RRC or F1AP signaling. 

Proposal 3: the MT part of IAB node should reuse BH RLC channel to transport its own access traffic. 

Proposal 4: Suppose the adapt layer is included for MT originated traffic, it is necessary to include an indication in Adapt header to indicate the packet is either MT’s traffic or BH traffic for further processing. 

Proposal 5: It is suggested to carry adapt header with indication of the packet as MT’s traffic or BH traffic.  
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