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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]On the last RAN2 meeting, NR V2X related L2/3 protocol design had been discussed and agreements on RLC layer were achieved as followings:
Agreements on RLC:
8:	Segmentation and reassembly of RLC SDUs are supported in NR RLC for NR sidelink broadcast, groupcast and unicast.
9:	RLC SDU discard function is supported in NR RLC for NR sidelink broadcast, groupcast and unicast.
10:	If SBCCH is used for NR sidelink (dependent on RAN1 decision on synchronization aspect), a NR TM RLC entity is configured to submit/receive RLC PDUs.
11:	A NR UM RLC entity is configured to submit/receive RLC PDUs, for user packets of SL broadcast, groupcast and unicast. RLC AM is not supported for broadcast.
According to the above agreements, RLC UM is supported for user packets of SL broadcast, groupcast and unicast and RLC AM is not supported for broadcast. In this contribution, we discuss whether RLC AM is supported for groupcast and unicast and give our proposals.
Discussion
With the common understanding that RLC UM can be used for delay-sensitive and reliability-tolerate services and RLC AM can provide lossless packets delivery with longer latency, some RAN2 companies think that RLC AM may be helpful for high reliability required services as well as for the SL RRC message in SCCH, which is same with our view.
However RLC AM needs the peer entity feedback to update window, it can not be used for broadcast because of the huge number and complexity of receivers in broadcast case. Hence in the last meeting the agreement is concluded that RLC AM is not supported for broadcast.
Next we discuss whether RLC AM can be supported for groupcast and unicast. For groupcast, with an ideal assumption that there is a RLC transmitter and fixed number of RLC receivers, RLC transmitter will wait for and collect all of receivers’ feedback (i.e. RLC status report) and then update its transmitting window and transmitting status variables. Each receiver may have different receiving status, e.g. some of receivers successful and others failure. The RLC transmitter will retransmit NACKed PDUs for specific receivers and update transmitting window until all of receivers receive a PDU successfully. The maintenance of the RLC transmitting window and transmitting status variables will be very complex to include and consider all receivers’ situations. The following figure gives an example of RLC transmitting window maintenance.


Observation1: The maintenance of the RLC transmitting window and transmitting status variables in RLC transmitter will be complex when support RLC AM for groupcast.
Furthermore a bad link between any receiver and the transmitter will cause overall rate decreasing or even RLC entities re-establishment and packets loss. Meanwhile, actual V2X communication group may be ever-changing, e.g. some new receivers arrival and some old receiver left. RLC status maintenance will be more complex then. 
In summary, we think that the complexity of supporting RLC AM for groupcast is higher compared to its benefits. Hence we propose:
Proposal 1: RLC AM is not supported for V2X groupcast service.
For V2X unicast service, there is no obvious complexity increasing compared to current RLC AM operations when supporting RLC AM for unicast. Hence we think that network or UE can choose RLC AM for V2X unicast service if necessary, which is configurable.
Proposal 2: RLC AM can be supported for V2X unicast service.
Conclusion
According to the analysis in section 2, it is proposed:
Proposal 1: RLC AM is not supported for V2X groupcast service.
Proposal 2: RLC AM can be supported for V2X unicast service.
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