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[bookmark: _Ref528762725]Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The survival time is a key new parameter introduced by IIoT applications related to the application availability [1]. It can be viewed as an ultimate “rescuing” period available after a message failure before the application is declared “unavailable”. It is therefore of tremendous importance and we analyze in this contribution the possible impacts it can have on RAN.
Discussion
[bookmark: _Ref977292]Survival time definition
TR22.804 [1] provides several definitions of the survival time that can be classified into two types of definitions: generic definitions and specific requirements for the most stringent usecases.
The generic definitions can be found in Sections 3.1, 4.3.3.3.7 and in Annex A2 of [1]. Rather than listing them all, we copy below Figure A.2-1 from Annex A2 of [1] with an extract from the body text that is sufficient summary:
[image: ]
Figure 1: Definition of up time, down time and up state, down state, also showing survival time (copied from Figure A.2-1 of [1]) 
	The survival time can be expressed as a period of time or, especially with cyclic traffic, as maximum number of consecutive incorrectly received or lost messages. If the survival time has been exceeded, the application transitions the status of the communication service into a down state.


The most stringent usecases are addressed in Sections 5.3.2: Motion Control, and Section 8.1.2 where survival time is related to the transfer interval, itself related to the cycle time as follows:
	Reference number
	Requirement text
	Application / transport
	Comment

	Factories of the Future 2.1
	The 5G system shall support cyclic traffic with cycle times in the order of 1 ms for a communication group of about 50 UEs and payload sizes of about 40 byte.
	T
	 

	Factories of the Future 2.2
	The 5G system shall support cyclic traffic with cycle times in the order of 0,5 ms for a communication group of about 20 Ues and payload sizes of about 50 byte.
	T
	 

	Factories of the Future 2.3
	The 5G system shall support cyclic traffic with cycle times in the order of 2 ms for a communication group of about 100 Ues and payload sizes of about 20 byte.
	T
	 

	Factories of the Future 2.10
	The 5G system shall ensure error-free transmission of a second message within the survival time if the transmission of the previous message failed.
	T
	 


The above cycle times are then used to define the transfer interval of a TSN message in Section 8.1.2 (aggregating all IIoT requirements) which also constitutes an upper bound for the end-to-end latency:
	Characteristic parameter (KPI)
	Influence quantity
	Requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	
	

	99,9999% to 99,999999%
	< transfer interval
	
	20 to 50
	0,5 ms to 2 ms
	Transfer interval
	≤ 20 m/s
	≤ 100
	
	Factories of the Future 2.1, 2.2, 2.3, 2.8, 2.10
	Motion control and control-to-control use cases

	NOTE 1: The jitter interval is symmetric. However, only late arrivals count as communication error.


In such usecases, the survival time is set equal to the cycle time, which means that it spans only one additional message transmission, as also captured in the above Factories of the Future requirement 2.10, and illustrated in Figure 2.


[bookmark: _Ref974627] Figure 2: Survival time for the most stringent usecases (motion control) 
From the above we can derive the following observations:
Observation 1: Message transmission failure discussed in survival time definitions always consider an end-to-end transmission failure of an application message.
Observation 2: Failure is due to message not being correctly (if at all) received within the target end-to-end latency + tolerable jitter. Multiple RAN-level re-transmissions may be attempted during this total delay.
Observation 3: For the most stringent IIoT use cases:
· The end-to-end latency requirement is set to be smaller than the cycle time
· The survival time is equal to the cycle time, which means that it spans only one additional message transmission.
We focus on the above stringent usecase in the rest of this contribution.
How to address survival time in 5GS?
The first question to answer is: what should 5GS do upon entering survival time? Clearly, the goal is to make sure the next transmission(s) go(es) through within the end-to-end latency budget so as to go back to “normal operation” and stay away from unavailable time. To do so, 5GS system must quickly react by increasing the reliability of the wireless link for the concerned traffic flow(s), as shown in Figure 3:


[bookmark: _Ref975571]Figure 3: Addressing survival time by increasing the reliability of following message 
Observation 4: 5GS should address survival time by making sure the next transmission(s) go(es) through within the end-to-end latency budget so as to go back to “normal operation” and stay away from unavailable time.
As further shown in Figure 3, 5GS can only react during a reaction time = cycle time – end-to-end latency.
Observation 5: The available reaction time for 5GS to increase link reliability is equal to the cycle time minus the end-to-end latency.
How to manage (trigger/stop) survival time in 5GS?
Considering 1) the survival time and end-to-end latency definitions are based on application message, 2) the SA2 response [2] challenging the (although attractive) RAN2 assumption/approximation that end-to-end latency can be bounded to RAN (Uu), one simple approach can be to consider that:
· Option 1: survival time is managed outside RAN (by CN).
However, it is unclear with such approach if CN can react fast enough to increase the reliability of the next message transmission. For example, considering: 1ms transfer interval and 0.5ms end-to-end latency, the reaction time is 0.5ms, which sounds overkill for any CN reconfiguration of RAN involving N2 latency + an RRC re-configuration.
Observation 6: CN or application-based handling of survival time is impractical considering very short reaction times of most stringent IIoT usecases.
· Option 2: survival time is (also) managed in RAN
However, RAN is only aware of its fraction of the end-to-end latency, which is can be provided by the 5QI parameter: packet delay budget (PDB). RAN does not have visibility on the total end-to-end latency. So how to split the end-to-end latency budget in RAN part (PDB) and CN part? And even 0.5ms reaction time can be quite short if it requires gNB intervention.
Observation 7: RAN-based handling of survival time is tricky when considering the CN fraction of the end-to-end latency, which RAN is unaware of.
Observation 8: The stringent reaction time can also be challenging for RAN if it requires gNB signalling to e.g. activate PDCP duplication.
However the toughest requirements on end-to-end latency and survival time in above Section 2.1 are from the most stringent IIoT scenario from 22.804 [1] which is the motion control usecase of Section 5.3.2 where it is also captured:
	In general, this use case has the most stringent requirements in terms of latency and service availability. The operation is limited to a relatively small service area, where no interaction with the public network (e.g., service continuity, roaming) is required.


Therefore it is a safe assumption that for such stringent usecase, the RAN2 assumption holds and the CN delay can be assumed zero or negligible. In addition, from RAN2 perspective, the PDB is the 5QI parameter that defines the packet latency budget over Uu. So it is not RAN2 concern to figure out how PDB is derived from the end-to-end latency requirements from Section 2.1, but that is left to NW configuration.
Hence, a RAN standalone solution can be envisioned, complementary to CN solution, based on PDB.
Proposal 1: RAN is aware of QoS flows requiring survival time support.
Proposal 2: RAN2 should study RAN-based mechanisms for increasing the link reliability when entering survival time.
One simple way to increase reliability during survival from RAN2 perspective is to activate PDCP duplication.
Proposal 3: RAN2 should consider PDCP duplication activation as one solution for increasing the link reliability when entering survival time.
RAN-based solution
In order to describe a possible RAN-based solution, we take the following example:
· Transfer interval = 1 ms
· end-to-end latency = 0.5 ms (=> reaction time = 0.5 ms)
· Survival time = 1 ms
The question is then: in UL, how to quickly activate duplication for the 2nd message upon detecting a message failure?
As discussed extensively in [3][4] and the common understanding in RAN1 [5] it is expected that SPS and Configured Grants (CG) will play a key role in serving the various co-existing traffic types expected in TSN networks. As a result, we assume such TSN stream requiring survival time support is mapped onto an UL DRB which is configured with duplication across 2 legs, where the duplication is inactive by default. The associated LCHs are also mapped onto configured grants (e.g. via LCP restriction parameter) which timing is well aligned with the data arrival time and well dimensioned to carry the whole TSN message (in general quite small < 100bytes), so that RLC does not need to segment it, even assuming current specification. We then consider two options:
· Option 1: gNB activates duplication using MAC CE activation when detecting and triggering survival time: as shown in Figure 4, this involves both PDCCH and PDSCH decoding latency which, with Rel-15 processing latencies, cannot meet the reaction time deadline. 
· Option 2: gNB activates duplication using PDCCH activation. As also shown in Figure 4, this allows meeting the reaction time deadline, but requires a new design in RAN1 as well as increases the PDCCH load, which is to be avoided.
· Option 3: implicit activation upon receiving DCI for re-Tx: as shown in Figure 5, this allows meeting the reaction time deadline, without involving any specific signaling from gNB.


[bookmark: _Ref979486]Figure 4: Addressing survival time by MAC CE or PDCCH duplication activation 


[bookmark: _Ref979785]Figure 5: Addressing survival time by implicit activation upon receiving DCI for re-Tx
Proposal 4: For some specific DRBs, UE implicitly activates duplication upon receiving non-toggled NDI for an UL HARQ process carrying that DRB.
Regarding the provisioning of the duplicated resource, the UL grant for the duplicated LCH can be explicitly provided simultaneously by gNB in a PDCCH in the CC used for duplication or some “twin” CG allocations are already configured in the CC used for duplication. 
Proposal 5: The UL grant for the duplicated LCH can be explicitly provided simultaneously by gNB in a PDCCH in the CC used for duplication or some “twin” CG allocations are already configured in the CC used for duplication
Conclusion
This contribution discussed handling of the newly introduced service requirement survival time from IIoT applications [1]. The resulting observations and proposals are as follows:
Observation 1: Message transmission failure discussed in survival time definitions always consider an end-to-end transmission failure of an application message.
Observation 2: Failure is due to message not being correctly (if at all) received within the target end-to-end latency + tolerable jitter. Multiple RAN-level re-transmissions may be attempted during this total delay.
Observation 3: For the most stringent IIoT use cases:
· The end-to-end latency requirement is set to be smaller than the cycle time
· The survival time is equal to the cycle time, which means that it spans only one additional message transmission.



Observation 4: 5GS should address survival time by making sure the next transmission(s) go(es) through within the end-to-end latency budget so as to go back to “normal operation” and stay away from unavailable time.
Observation 5: The available reaction time for 5GS to increase link reliability is equal to the cycle time minus the end-to-end latency.
Observation 6: CN or application-based handling of survival time is impractical considering very short reaction times of most stringent IIoT usecases.
Observation 7: RAN-based handling of survival time is tricky when considering the CN fraction of the end-to-end latency, which RAN is unaware of.
Observation 8: The stringent reaction time can also be challenging for RAN if it requires gNB signalling to e.g. activate PDCP duplication.

Proposal 1: RAN is aware of QoS flows requiring survival time support.
Proposal 2: RAN2 should study RAN-based mechanisms for increasing the link reliability when entering survival time.
Proposal 3: RAN2 should consider PDCP duplication activation as one solution for increasing the link reliability when entering survival time.
Proposal 4: For some specific DRBs, UE implicitly activates duplication upon receiving non-toggled NDI for an UL HARQ process carrying that DRB.
Proposal 5: The UL grant for the duplicated LCH can be explicitly provided simultaneously by gNB in a PDCCH in the CC used for duplication or some “twin” CG allocations are already configured in the CC used for duplication.
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