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1. Introduction & Background

This is the kick off the following offline discussion:

Proposal 4e: RAN2 try to agree that from RAN2 perspective, per-packet QoS model is preferred for NR SL broadcast. FFS on NR SL groupcast.

[Apple, Ericsson, ZTE]: It will be good to have unified option to the UE regardless of cast type. [LG]: It is unified option to LTE and NR broacast. [Huawei]: It was clear majority companies support per-packet QoS model for broadcast during the email discussion. But there was not clear majority companies supporting per-packet QoS model for groupcast. [Ericsson]: What should be problem if groupcast has same principle as unicast? [Vivo]: Per-packet QoS model is aligned with SA2 decision. [Chair]: Do we need to exchange the information among the UEs in the group if QoS flow based model is applied to groupcast? 

·  Agreed. 

·  [Offline#701]: Comeback to NR SL groupcast (Vivo, 2483)

The contribution summarizes the offline discussion “[Offline#701]: Comeback to NR SL groupcast (Vivo, 2483)”

2. Discussion

SA2 agreed that: the choice of per packet QoS model or bearer based QoS model for broadcast, groupcast, and unicast based on RAN decisions [1].
For SL broadcast, RAN2 has agreed that from RAN2 perspective, per-packet QoS model is preferred for NR SL broadcast. Some companies pointed out that unified solution should be applied for both broadcast and groupcast. But for SL groupgast there was no clear majority during online discussion. 

In this offline discussion, we will be further discussing whether packet QoS model or bearer based QoS model should be adopted for SL groupcast. To proceed for a potential agreement, the following questions are considered:

Question 1:  If QoS flow based model is applied to groupcast, do we need to exchange any information among the UEs in the group? 
a) Yes

b) No

	Companies are invited to provide views for Question 1

	Companies
	Option 
	Comments if any

	Ericsson
	b)
	It is not necessary for UEs to exchange QoS flow related information. Reception procedure at RX UE can follow preconfigurations at access stratum. In our understanding, for groupcast, the use of QoS flow is benificial mainly for QoS management at TX UE side (pros are listed in Q5). 

	ZTE
	b)
	We think no QoS related information needs to be exchanged in the group. For groupcast, QoS flow based model is used the same as in unicast at Tx UE side, but the Tx UE no need to exchange the SLRB related configuration/QoS info with Rx UEs in the group. That is, Rx UE  can follow preconfiguration as out of coverage UE.

	Qualcomm
	a)
	When SA2 asking us about the “bearer-based approach” for unicast, SA2 understanding of bearer approach equals to “end-to-end QOS” control, as contrasted to LTE V2X PPPP-based approach. Thus, if RAN2 adopts the bearer-based QoS with flow model, it is natural to think the flow has to be establishd end-to-end in Sidelink too, and cannot be a TX UE only concept. It will be strange that a flow is created and the Rx UE(s) of the flow has no concept of it, have never interacted with TX UE in the control plane for this flow, and has no way to identify whether a packet is received for a flow or not.

	vivo
	a)
	

	Apple
	b)
	It is not necessary for UE(s) in the group to exchange information. Receiver UE(s) could utilize pre-configured parameters for reception.

	Huawei
	a), if we follow what we agreed for unicast
	If we follow what have already agreed for SL unicast, at least some RB level parameters need to be exchanged between the UEs, because some RB parameters at the reception side need to be dependent on how the related RB parameters are configured at the transmission side. On the other hand, if we don't follow these operation of SL unicast for SLRB configuration, on earth why do we have to pursue the per-flow model but not directly relying on per-packet model, especially the per-packet model is already agreed for broadcast? Technically, we think the data transmission of groupcast looks more like broadcast. If it is just the fascination on the Tx side PC5 rule, QFI, etc., we did not see big benefit.  

	Samsung
	a)
	

	CATT
	b)
	It is unnecessary for SL UE to exchange QoS information. Every Tx UE can be preconfigured . 

	MediaTek
	a)
	RRC status information need to be exchanged within a group.

	Interdigital
	a)
	We agree with QC that the “bearer” discussed in the SA2 TR assumes the peer UE(s) are aware of such “bearer”, and so the peer UEs need to be aware of the flows when established at the TX UE.  Without any knowledge of the flow at the received, we see no difference with the per-packet based model.

	Intel
	b)
	As Huawei mentioned, the main reason for supporting per flow QoS model for groupcast is to follow procedures similar to unicast case. Even in that case, the need for alignment of AS layer parameters/configurations is not sufficiently motivated, assuming it can be negotiated among the group members through preconfiguration.

	Nokia
	b)
	The benefits from using QoS flow-based approach are mainly on the Tx side. There is no need to align the parameters among the receiving UEs. 


12 companies have provided input. 6 companies think that If QoS flow based model is applied to groupcast, some information need to be exchanged among the UEs. Information may include some RB level parameters and RRC status information. 6 companies think that no information is required to be exchange among group UEs.
Question 2:  If the answer to question 1 is yes, which information should be exchanged?
	List of information, if any

	Companies
	Information to exchanged
	Comments if any

	Qualcomm
	QFI, etc.
	

	vivo
	QoS flow to QoS profile mapping, 

QoS flow to SLRB configuration
	In sidelink unicast, the QoS flow to QoS profile (similar as 5QI in Uu) mapping is per UE configuration (at least for In-coverage scenario). If we want to apply QoS flow based model to sidelink groupcast, such mapping should be exchanged among UEs in the group to achieve a consistent understanding between the transmitting and receiving side.

Furthermore, the QoS flow to SLRB configuration should also be configured to the receiving Ues by the transmitting UE within the group. 

	Huawei
	Maybe all those agreed for unicast. 
	

	Samsung
	QoS flow to QoS profile mapping, and corresponding AS configuration
	As current assumption in SL unicast, PC5 RRC connection establishment, maintenance procedures are required among group members to exchange the QoS flow information.

	MediaTek
	QFI, mapping information
	Agree with Qualcoom and vivo.

	Interdigital
	QoS profile and QFI
	


6 Companies have provided input. Almost all companies agreed that QoS flow to QoS profile mapping, and corresponding AS configuration need to be exchanged. Additionally, one company point out that, if we follow what have already agreed for SL unicast, at least some RB level parameters need to be exchanged between the UEs
Observation 1:  If QoS flow based model is applied to groupcast:
· Some information may need to be exchanged among group UEs. 
· The information may include:

· QoS flow to QoS profile mapping and corresponding AS configuration

· RB level parameters
Question 3:  If per packet QoS based model is applied to groupcast, do we need to exchange any information among the UEs in the group? 
a) Yes

b) No

	Companies are invited to provide views for Question 3

	Companies
	Option 
	Comments if any

	Qualcomm
	No
	

	vivo
	b)
	The handing can be aligned with sidelink broadcast case as in LTE V2X, i.e., no need for packet to QoS profile mapping in advance, whenever there is new service arrival, the service packet will be delivered together with a set of QoS parameters (e.g., PQI, range) by upper layers to AS layer.

	Huawei
	b), as concluded from the email discussion
	

	CATT
	b)
	

	Samsung
	b)
	

	MediaTek
	b)
	

	Interdigital
	b)
	The per-packet  based QoS model for NR is similar to what was used in LTE, where no exchange of information

	Intel
	b)
	We note that the question itself seems to have direct correlation with the discussion in the groupcast email discussion [104#60][NR/V2X]. From the discussion so far, it seems that PC5 RRC connection for groupcast is not sufficiently motivated and moreover, the need for AS layer visibility of the group leader is also not clear. So, in the absence of such AS layer connection establishment for groupcast and leader UE AS visibility, there is limited need for UEs in a group exchanging information on AS layer configuration or capability (as in the unicast case). The lack of a leader UE mediating such an exchange, lack of motivation for any QoS pre-negotiation before connection setup within the group and the overhead involved in such signaling growing prohibitively quickly with group size means that it is preferable to avoid having this exchange. We think that the use of a default configuration/capability should be sufficient to handle groupcast use cases.

	Nokia
	b)
	


9 Companies have provided input.  All companies agreed that if per packet QoS based model is applied to groupcast, no information is needed to be exchanged among UEs.
Observation 2:  if per packet QoS based model is applied to groupcast, no information is needed to be exchanged among UEs
Question 4:  If the answer to question 3 is yes, which information should be exchanged?
	List of information, if any

	Companies
	Information to exchanged
	Comments if any

	
	
	

	
	
	

	
	
	


Question 5:  For per-flow or per-packet QoS models of SL groupcast, please list the pros and cons
	

	Companies
	QoS model
	Pros&cons

	Ericsson
	Per packet
	Pros

	
	
	Cons: 

· Per packet is delivered from upper layer to lower layer with a set of QoS parameters, e.g. PQI, range, GFBR, MFBR, and may be more in the future. Can be quite overhead. 
· For per packet model, it’s hard to manage, e.g. monitor, the QoS performance at service/flow level. Note that in NR, it is allowed to map different QoS flows into the same radio bearer to save the configuration effort at RAN side. In this case the QoS performance at access stratum, which can be monitored per radio bearer, cannot represent the QoS performance for each service/flow. In our view, having QoS management at service/flow level is critical for QoS stringent V2X services.
· We understand it is feasible to deduce the service from the QoS profile associated with each packet, but copmrehending the full QoS profile at upper layer for each packet just add complexity and can be resolved by mapping the packet to a QoS flow and keep the mapping between QoS flow and QoS profile elsewhere.    

	
	Per flow
	Pros:

· Comparatively, per QoS flow model is a more clean and light approach. Each packet is mapped to a QoS flow at upper layer and tagged with a QoS flow ID, which is of much less bit compared to a complete set of QoS parameters, when delivered to access stratum. The mapping between QoS flow ID and QoS profile is stored elsewhere. In our view, this approach is also more scalable. 

· It also enables QoS management, e.g. monitoring, at service/flow level. For instance, in groupcast, the TX UE can estimate if the radio condition is acceptable for a certain QoS flow with data rate and latency requirements. If the QoS requirements are measured to be not fulfilled, service/flow level operation is also straightforward, e.g. notify the flow ID to NW or flow/bearer release.  

	
	
	Cons

	OPPO
	Per packet
	Pros

	
	
	Cons

	
	Per flow
	Pros

	
	
	Cons
For unicast, according to the current agreement, there would be AS-layer configuration procedure, so one can consider the QFI-to-bearer mapping is somehow the premise to derive the bearer configuration.

For group-cast, if we introduce per-flow model, one may wonder if some configuration similar to unicast is needed, at least for the case with group-leader, and that would cause unnecessary signaling overhead.
Again, different from Uu interface, all the concept of ‘flow’ is just within inter-layer interaction within the UE, i.e., purely UE internal implementation, so that we prefer to align with broadcast case, i.e., per-packet solution as we did in LTE-V2X.


	ZTE
	Per flow
	Since per-flow QoS model is already agreed to be used for SL unicast, and it can be used for SL groupcast (at Tx UE side) without any enhancements, we prefer to use per-flow QoS model for SL groupcast. 

	Qualcomm
	Per-packet
	Pros: Unified approach with broadcast, no overhead for flow establishment, no usage of SDAP header.

	
	
	Cons: None

	
	Per-flow
	Pros:

	
	
	Cons: I have concern to introduce a flow concept which is internal to the TX UE. This seems is as same as per-packet approach and just replaced QOS profile to a QFI. But for introducing this flow concept, upper layer will need to do some extra work. 

	vivo
	Per packet
	Pros
Avoid the potential complexity of per flow QoS model, e.g., No need of QoS information exchange among UEs within the group, no need of SDAP entity and maintaining QoS flow to SLRB among TX and RX UEs within the group.

	
	
	Cons

	
	Per flow
	Pros

	
	
	Cons

- As explained in Q2, QoS flow to QoS profile mapping should be exchanged among UEs in the group. 

- Furthermore, we assume the QoS flow to SLRB configuration should be configured to the RX UEs by the TX UE within the group. A SDAP entity is needed similar as sidelink unicast operation.

- Above all, it will bring more latency and signaling overhead than the per packet based QoS model. Especially, when the group is dynamically formed, the complexity increases a lot.

	ASUSTeK
	Per packet
	In our understanding, per packet is delivered from upper layer to lower layer with PQI associated with a set of QoS parameters, e.g. range, GFBR, MFBR and etc. The gNB can map PQI(s) into SLRB so that the QoS performance at access stratum can be still monitored per radio bearer as SL unicast.

We share same view with OPPO that SL groupcast should be aligned with SL broadcast. 

	Apple
	Per Packet
	Cons: As pointed by Ericsson, the PQI itself is not sufficient to indicate other QoS factors, e.g., data rate, range, etc. That is to say, upper layer needs to indicate a set of parameters in addition to PQI to AS layer, which leads to high overhead.

	
	Per Flow
	Pros: This is a clean solution. Also, since per flow QoS model is already agreed for SL unicast, no extra work is needed.

	Huawei
	Per-packet
	Pros: Align with SA2 TR (at least literally).

	
	
	Cons: Not found

	
	Per-flow
	Pros: Not found

	
	
	Cons: Not clear conceptually what a flow for groupcast really is. In NR Uu, there is a clear definition on the flow, and a flow is a bi-direction one for unicast only; in our understanding, one of the main reasons seems to be the inherent interactive characteristic of the communication between the NW and each specific UE. Such a interactive characteristic holds also for SL unicast, because a UE knows which UE it is now interacting with and from which it is expecting responses. However, for data transmission of groupcast, there seems to be no such interactive characteristics, as a UE in the groupcast just shares its data to the proximity, but does not necessarily request responses from others (not about HARQ, but the upper layer messages with contents as responses). In this case, how to define a groupcast flow which does not exist currently?

	Samsung
	Per packet
	Pros
This model is simple since AS layer just follows the QoS information from upper layer without any additional AS layer procedures. This model is easily applicable to any cast-type.
There is an argument about overhead to include QoS information in a packet. However this is manageable with PQI which incorporates a set of QoS parameters.

	
	
	Cons 

	
	Per flow
	Pros

	
	
	Cons
This model is more appropriate when there is a clear end-to-end relationship. With group concept, further clarification about flow needs more work. 

This model also requires PC5 RRC connection establishment and maintenance among group members as SL unicast to exchange QoS flow information. It will be more complicated to manage groups in AS level.

	CATT
	Per packet 
	Pro: QoS information is delivered from uppler layer long with the packet, so AS layer doesn’t have any additional work on QoS mapping 

	
	Per flow
	Cons: QoS flow to QoS profile mapping should be exchanged among UEs in the group, possibly in PC5 RRC message. 

	MediaTek
	Per packet
	Pros:

no overhead for flow establishment

	
	
	Cons:

The overhead could be quite large if QoS information is included in each packet, especially, when groupcast is a new cast type and new high performance requirements in NR V2X. 

	
	Per flow
	Pros:

Less overhead and can keep a long-term relation as unicast and achieve higher requirement for NR V2X

	
	
	Cons:

Need to establish first (but once establishment is created, no more cost is needed, take platooning as the use case, the group should maintain for a long time.)

	Interdigital
	Per packet
	Pros: No need to establish flows between entities of a group.
Cons: QoS profile needs to be provided with each packet from the AS layer (including signaling from NW for SLRB establishment).  Does not achieve end-to-end QoS handling as in the case of flow-based

	
	Per flow
	Pros: End-to-end QoS handling, and packets sent to AS-layer with QFI only

Cons: Need to establish flows between multiple UEs in a group – bearer establishment will require signaling.

	Intel
	Per packet
	Pros:

Alignment with broadcast based QoS design, no need for negotiating AS configuration

	
	
	Cons:



	
	Per flow
	Pros:



	
	
	Cons:

If aligned with unicast, would lead to excessive signaling to set up the connection via exchange of AS related information. 

	Nokia
	Per QoS Flow
	Pros: 

Unified with unicast. 

QoS Flow ID assigned to the packet, indicating the flow (i.e. implicitly required QoS), instead of providing PPPP/PPPR which is not the genuine QoS mechanism.


14 Companies have provided input. The pros and cons of Per-packet QoS and per flow QoS are summarized as follows:
Observation 3: For per packet QoS for groupcast, the following Pros and Cons are summarized:
Pros: 
· Unified approach with broadcast, no overhead for flow establishment. 
· Avoid the potential complexity of per flow QoS model, e.g., No need of QoS information exchange among UEs within the group, no need of SDAP entity and maintaining QoS flow to SLRB among TX and RX UEs within the group. 
· Applicable to any cast-type since AS layer just follows the QoS information from upper layer without any additional AS layer procedures. 
· Avoid potential complexity of per flow QoS model, e.g., no need of QoS information exchange among UEs within the group,
· No need to establish flows between entities of a group.
Cons:  
· Too much overhead due to QoS profile needs to be provided with each packet from the AS layer (including signaling from NW for SLRB establishment). 

· Does not achieve end-to-end QoS handling as in the case of flow-based
Observation 4: for QoS flow based, the following Pros and Cons are summarized:

Pros: 

· Unified solution with SL unicast. Can keep a long-term relation as unicast and achieve higher requirement for NR V2X

· Enables QoS management, e.g. monitoring, at service/flow level

· End-to-end QoS handling and packets sent to AS-layer with QFI only

· QoS Flow ID assigned to the packet, indicating the flow (i.e. implicitly required QoS), instead of providing PPPP/PPPR
Cons:  

· If some configuration similar to unicast is needed, at least for the case with group-leader, that would cause unnecessary signaling overhead.

· By introducing flow concept, upper layer may need to do some extra work.
· The concept of flow for groupcast is not clearly defined. Further clarification about flow needs more work.
· This model also requires PC5 RRC connection establishment and maintenance among group members as SL unicast to exchange QoS flow information. It will be more complicated to manage groups in AS level.

· Need to establish flows between multiple UEs in a group–bearer establishment will require signaling
· Latency and signaling overhead than the per packet based QoS model
Question 6:  For SL groupcast which QoS model is preferred?
a) Per-packet QoS model

b) QoS flow based model

	Companies are invited to provide views for Question 6

	Companies
	Option 
	Comments if any

	Ericsson
	b)
	

	OPPO
	a) 
	

	ZTE
	b)
	

	vivo
	a)
	

	ASUSTeK
	a)
	

	Apple
	b)
	

	Huawei
	a)
	Please, let's not try to revert SA2 decision, which can lead to more difficulty for us to move on in RAN2. 

	Samsung
	a)
	

	CATT
	a)
	

	MediaTek
	b)
	

	Interdigital
	b)
	We see more advantages to support flow-based QoS, and would be preferable if we can keep specification impact low. 

	Qualcomm
	a)
	

	Intel
	a)
	

	Nokia
	b)
	


14 Companies have provided input.  Company preference is summarized as follow:

· Per-packet QoS based model for SL groupcast:   8
· QoS flow based model for SL groupcast:   6
Based on above observations and companies preference, it proposed that, 
Proposal 1: RAN2 prefers to apply Per-packet QoS based model for SL groupcast.
Proposal 2: if proposal 1 is not agreed, RAN2 adopt the following WA:  Per-packet QoS based model is applied to SL groupcast. 
3. Conclusion

This contribution discusses summarizes the offline discussion [Offline#701]: Comeback to NR SL groupcast (Vivo, 2483) as follows:

Observation 1:  If QoS flow based model is applied to groupcast:

· Some information may need to be exchanged among group UEs. 
· The information may include:

· QoS flow to QoS profile mapping and corresponding AS configuration

· RB level parameters

Observation 2:  if per packet QoS based model is applied to groupcast, no information is needed to be exchanged among UEs
Observation 3: For per packet QoS for groupcast, the following Pros and Cons are summarized:
Pros: 

· Unified approach with broadcast, no overhead for flow establishment. 

· Avoid the potential complexity of per flow QoS model, e.g., No need of QoS information exchange among UEs within the group, no need of SDAP entity and maintaining QoS flow to SLRB among TX and RX UEs within the group. 

· Applicable to any cast-type since AS layer just follows the QoS information from upper layer without any additional AS layer procedures. 

· Avoid potential complexity of per flow QoS model, e.g., no need of QoS information exchange among UEs within the group,
· No need to establish flows between entities of a group.
Cons:  

· Too much overhead due to QoS profile needs to be provided with each packet from the AS layer (including signaling from NW for SLRB establishment). 

· Does not achieve end-to-end QoS handling as in the case of flow-based
Observation 4: for QoS flow based, the following Pros and Cons are summarized:

Pros: 

· Unified solution with SL unicast. Can keep a long-term relation as unicast and achieve higher requirement for NR V2X

· Enables QoS management, e.g. monitoring, at service/flow level

· End-to-end QoS handling and packets sent to AS-layer with QFI only

· QoS Flow ID assigned to the packet, indicating the flow (i.e. implicitly required QoS), instead of providing PPPP/PPPR

Cons:  

· If some configuration similar to unicast is needed, at least for the case with group-leader, that would cause unnecessary signaling overhead.

· By introducing flow concept, upper layer may need to do some extra work.

· The concept of flow for groupcast is not clearly defined. Further clarification about flow needs more work.

· This model also requires PC5 RRC connection establishment and maintenance among group members as SL unicast to exchange QoS flow information. It will be more complicated to manage groups in AS level.

· Need to establish flows between multiple UEs in a group–bearer establishment will require signaling
· Latency and signaling overhead than the per packet based QoS model
Proposal 1: RAN2 prefers to apply Per-packet QoS based model for SL groupcast.

Proposal 2: if proposal 1 is not agreed, RAN2 adopt the following WA:  Per-packet QoS based model is applied to SL groupcast. 
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