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Introduction
[bookmark: _Ref178064866]In the IAB networks, an IAB node may declare a failure of its upward backhaul link. There are various reasons for the backhaul failure; radio quality degradation due to temporal appearance of blockage along the backhaul link or failure of complying the configuration received by donor, etc. Upon detecting the backhaul link failure, the IAB networks needs to recover from the backhaul link by topology adaptation or a routing adaptation. In the previous RAN2 meeting, it was agreed that the failure-detecting node notify the backhaul failure event to its child node(s) such that the child node(s) can trigger a proper action for such adaptation. This contribution further discusses how to treat backhaul link failure, focusing on the handling the failure notification. 
[bookmark: _Toc462951621][bookmark: _Toc462951630][bookmark: _Toc465023135][bookmark: _Toc465023136][bookmark: _Toc465346829]Discussion
The One consideration seems necessary on whether the notification to child nodes should be immediate upon occurrence of backhaul failure or be deferred for some time, expecting a recovery during the deferred period. If the notification is immediately sent to its child node(s), the child node(s) can proactively prepare for the worst case outcome such as the recovery failure of the parent node. 
Proposal 1: If an IAB node detects a failure of the backhaul link between the node and its parent, it immediately notifies to its child node(s).

Then we discuss how the failure notification should be used by the nodes receiving the notification. In multi-hop IAB networks, if fully autonomous and concurrent recovery by all affected descendant nodes/UEs upon a backhaul failure is allowed, the resulting topology can be highly inefficient due to uncontrolled recovery procedure. Therefore, it is beneficial if the recovery process upon backhaul link failure can be sufficiently localized in a topological sense. For this purpose, it seems beneficial if recovery propagates hop-by-hop only when necessary in a controlled manner. Such conditional and sequential propagation of backhaul link failure seems beneficial to ensure the stability of the IAB networks, since it can minimize the topological impact after the backhaul failure event. 
Observation: If recovery of backhaul link failure propagates topologically downward hop-by-hop in a controlled manner, a topological stability can be maintained.

With the aim to enable such a controlled recovery, we proceed to discuss about how the recipient of the failure notification should behave.   



In case an IAB node receives a failure notification from its parent, the possible approaches can be considered.  
Option 1: Upon reception of failure notification from its parent node, the IAB node initiates recovery procedure (e.g. re-establishment)
In this option, the reception of the failure notification is considered as the failure of the backhaul between the recipient and its parent. In the figure1, if node4 receives failure notification indicating a failure on the BH23 from node3, it considers that BH34 fails and therefore initiates recovery procedure. This option allows early recovery from the descendant nodes, but its topological change upon the backhaul failure is expected to be a bit larger than the next option presented below. 
Option 2: Upon reception of failure notification from its parent node, the IAB node does not initiate recovery procedure, expecting the chance of the recovery of its parent.
In the option 2, upon reception of the failure notification, the IAB node may not have to immediately initiate recovery procedure since there is a chance that the on-going recovery attempt of its parent may be successful shortly. In figure1, if node 3’s recovery is successful, the node 4 and 5 remains topologically unchanged downward from the node3. As clarified in this example, this option is expected to result in less topological change upon the backhaul failure, since it exploits the chance of recovery success from its parent. But if the parent’s recovery is not successful, the recovery of the descent node is delayed.  

Proposal 2: RAN2 to discuss the two approaches, regarding the reception of failure notification message. 
· Option1: Upon reception of failure notification from its parent node, the IAB node initiates recovery procedure (e.g. re-establishment)
· Option2: Upon reception of failure notification from its parent node, the IAB node does not initiate recovery procedure, expecting the chance of the recovery of its parent.
The detailed behaviours of each approaches can be further discussed. For example, we can discuss when the failure notification be further propagated/relayed to the descendent nodes, e.g. by the node 4 to 5 in the figure 1. 
[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Proposal
This contribution further discusses how to treat backhaul link failure, focusing on the handling the failure notification. 
Proposal 1: If an IAB node detects a failure of the backhaul link between the node and its parent, it immediately notifies to its child node(s).
Observation: If recovery of backhaul link failure propagates topologically downward hop-by-hop in a controlled manner, a topological stability can be maintained.
Proposal 2: RAN2 to discuss the two approaches, regarding the reception of failure notification message. 
· Option1: Upon reception of failure notification from its parent node, the IAB node initiates recovery procedure (e.g. re-establishment)
· Option2: Upon reception of failure notification from its parent node, the IAB node does not initiate recovery procedure, expecting the chance of the recovery of its parent.
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