3GPP TSG-RAN WG2 Meeting #105	R2-1902063
Athens, Greece, 25 Feb - 01 Mar 2019	

[bookmark: _GoBack]Agenda item:	11.1.3
Source:	Samsung Electronics
Title:	RLF handling in intermediate IAB nodes
WID/SID:	NR_IAB-Core
Document for:	Discussion and Decision
1	Introduction
IAB (integrated access and backhaul) was agreed as Working Item in RAN#82. In WID [1], the RLF handling is the one of issues to be tackled by RAN2 leading, as follows:
· [bookmark: _Hlk531191940]Specification of an IAB-node following architecture 1a including [RAN2-led, RAN3]: 
· Routing function on IAB-node to support forwarding across the multi-hop topology based on routing identifier. 
· Hop-by-hop propagation of signalling to support low latency scheduling (e.g. TR 38.874 clause 8.6), BH RLF handling (e.g. TR 38.874 clause 9.7.14-15) and resource coordination across the multi-hop topology (e.g. TR 38.874 clause 7.3.3). 
· UE-bearer to BH RLC-channel mapping and mapping between ingress and egress BH RLC channels functions for support of one-to-one and many-to-one bearer mapping.

In this contribution, we discuss on the failure of intermediate IAB nodes and its handling procedures.
2	General aspects 
Handling IAB node failure is important because the root of IAB system is the relay of the traffic. Single point of failure needs to be avoided, otherwise the descendant IAB nodes and its accessing UE could be widely interrupted. So there could be two ways of preventing this which could be in parallel. One is the design to be failure proof where failure itself seldom happens. The other one is that to be fast recovery from the failure once failure happens. Let’s restrict to the radio link failure (RLF). 
During SI, this importance of failure is also recognized from the most of companies, so there are the ideas on multiple connected IAB node in the here and there of TR. This seems natural. However, we first have to check whether “always” this multi connection is possible for “all” the intermediate IAB nodes or not. In practical deployment scenario, there is no guarantee that always multiple links are possible to every intermediate IAB nodes. The reason might be spatial restriction or some economic restriction etc for deploying the nodes. 
Therefore, the basic direction for RLF handling could be for the single connection and the optional direction could be multiple connections. 
Observation 1. An Intermediate IAB node might have either single connection or multiple connection with its parent IAB nodes.
To make the solution, we had better specify how many connections can be considered for failure handling case. Reusing the NR spec as much as possible is usually regarded the best way to reduce unnecessary specification effort while maintaining the basic level of performance. In NR, there is MR-DC concept which has the dual connection with its serving node. So we propose to consider the only two connection case for the multiple connection system in IAB.
Proposal 1. Intermediate IAB node can have either single connection or dual connection with its upstreaming IAB node.
RLF handling procedure will be different according to whether the IAB node has single or dual connection. The easiest way to handling RLF in single connection case would be following to the legacy UE’s operation, i.e., RRC Connection Re-establishment procedure. It is better than going IDLE and getting connected from the core network again. One can argue if this should be specified, and just leaving this to the network could be simpler. However, considering single point of failure risk, there should be some level of guaranteed performance on failure recovery. So we propose that:
Proposal 2: When the intermediate IAB node has a single connection to its parent IAB node, and that link has RLF, MT of that failed IAB node will do RRC Connection Re-establishment procedure as in NR. 
Now, regarding dual connection case, there is also the legacy operation in NR (even though still late drop feature design is ongoing there is LTE DC or EN-DC). The baseline of DC on failure handling is that SN link failure is reported to the MN while MN link failure leads to RRC connection re-establishment. If we follow this legacy without any modification, then there will be no gain to reuse DC for handling, especially MN link has RLF. The essential part of fast failure recovery is to report this failure so that the controlling entity is handling this without time latency. 
So we propose that:
Proposal 3: When dual connection is configured at an intermediate IAB node and one of dual connection has a RLF, then MT of that IAB node with RLF connection will do RLF reporting procedure without distinguishing MN or SN.
Proposal 4: RLF reporting procedure is that, MT of the IAB node which has been configured of dual connections and one of them has RLF, reports its RLF through the other connection to non-failed node.
Since LTE or NR DC including EN-DC has asymmetric procedure for RLF handling, i.e., SN failure is reported to MN over MN link while MN failure is not reported to SN. The main reason is that MN also has the role of core network anchor point and mastering the secondary node(s). Our requirement is remove this asymmetry role at least for the failure handling perspective. And this is the new procedure which was not discussed in NR, the details should be discussed further.
Proposal 5: Details of RLF reporting procedure in dual connected IAB node is FFS.

3	Single connection failure handling procedure 
As discussed in the former section, the baseline of RLF handling in single connection could be RRC connection re-establishment. The thing is that what will be the DU’s operation corresponding to the MT part’s RRC connection re-establishment operation. 
We exemplify the high level operation with the below: 
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MT is doing its re-establishment procedure. If MT cannot be recovered, then MT will go to IDLE. Since MT in IDLE state must have no connection with core network as well as Donor CU, it is natural that DU stops the service. 
Proposal 6. If MT’s re-establishment is failed, MT goes to IDLE and DU stops the service.
If MT’s recovery is successful, then DU obviously can do the service of the IAB intermediate node.
Proposal 7. If MT’s re-establishment is successful, DU keeps communicating normally.

However, DU has some grey area where MT’s recovery either be successful or failure in the future. If the DU stops its service as soon as MT’s RLF declaration so that the descendant IAB nodes and its access UE should do their own connection re-establishment at the same time, this must be costly than waiting for some marginal time until MT’s re-establishment success. With this method, if the failed IAB node is closer to the donor IAB node, the failure will be propagated to the whole descendant IAB nodes and its accessing UEs, which must be avoided. Therefore, it is preferable that DU keeps normal operation with its accessing UE and descendant IAB nodes. 
Proposal 8: During the MT’s RRC re-establishment procedure, DU keeps normally operating with its access UEs and downstream IAB nodes. 
Since the duration between MT’s RLF and its re-establishment procedure is still the grey area, the DU can do further its own operation such as preventing the new UEs from making connection or camping to that DU for reducing the risk to be happened otherwise. 

4. Indication of failure
Further discussion point is that whether there is any need of the indication of node failure (which equivalently means re-establishment failure). As already discussed in the former section, DU will stop its service when MT’s re-establishment fails. This stopping the service and, no reference signals transmitted accordingly can trigger RLF again in its access UE and downstream IAB nodes. 
However one can argue that this is insufficient method since RLM has intrinsically waiting time for checking further channel recovery while IAB node failure means that there is no recovery expected soon as the channel variation time scale. The possible option is to use an explicit indication to at least downstream IAB nodes. For access UEs, making and transmitting dedicated RRC message of release per each UEs seem to expensive in the network side. So, it seems ok that just stopping the service at the DU i.e., quit transmitting the reference signals, then UE’s sequentially have RLF for from the DL signaling strength loss. 
Proposal 9. If the RRC re-establishment procedure fails, the DU can stop its service, which in turn will trigger RLF in the downstream node.
However, for child IAB node, there could be still latency problem aforementioned. The below table summarizes the pros and cons for each option.
	
	Pros
	cons

	Explicit indication 
	Quick recognition might be possible at child IAB nodes.

	Need to study on what layer message can be used, and how.
Further specification effort



Proposal 10. RAN2 to discuss whether introducing explicit indication of failure to its downstream IAB node is beneficial or not in terms of performance and specification effort. 

5	Conclusion 
We discussed on the basic aspects of IAB node failure handling and some details of single connection failure case. As a result, we have the following observation and proposals.
Observation 1. An Intermediate IAB node might have either single connection or multiple connection with its parent IAB nodes.
Proposal 1. Intermediate IAB node can have either single connection or dual connection with its upstreaming IAB node.
Proposal 2: When the intermediate IAB node has a single connection to its parent IAB node, and that link has RLF, MT of that failed IAB node will do RRC Connection Re-establishment procedure as in NR. 
Proposal 3: When dual connection is configured at an intermediate IAB node and one of dual connection has a RLF, then MT of that IAB node with RLF connection will do RLF reporting procedure without distinguishing MN or SN.
Proposal 4: RLF reporting procedure is that, MT of the IAB node which has been configured of dual connections and one of them has RLF, reports its RLF through the other connection to non-failed node.
Proposal 5: Details of RLF reporting procedure in dual connected IAB node is FFS.
Proposal 6. If MT’s re-establishment is failed, MT goes to IDLE and DU stops the service.
Proposal 7. If MT’s re-establishment is successful, DU keeps communicating normally.
Proposal 8: During the MT’s RRC re-establishment procedure, DU keeps normally operating with its access UEs and downstream IAB nodes. 
Proposal 9. If the RRC re-establishment procedure fails, the DU can stop its service, which in turn will trigger RLF in the downstream node.
Proposal 10. RAN2 to discuss whether introducing explicit indication of failure to its downstream IAB node is beneficial or not in terms of performance and specification effort. 
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