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Introduction
[bookmark: _Ref178064866]The downlink flow control for IAB is clearly addressed in the IAB WID as shown in below box. 
	o Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion.


In this contribution, we analyses more details of downlink data congestion handling and proposes our views on this matter.
[bookmark: _Toc462951621][bookmark: _Toc462951630][bookmark: _Toc465023135][bookmark: _Toc465023136][bookmark: _Toc465346829]Discussion
For downlink flow control, the followings should be discussed and decided by RAN2. 
· Which information should be carried by flow control feedback and what is granularity for this?
· Which layer should perform downlink flow control and flow control feedback?
· How to operate hop-by-hop and end-to-end flow control together?

Contents of flow control feedback
The figure 1 is given as an example. If the link between IAB node 1 and IAB node 2 has a problem and this cause downlink data congestion at the IAB node 2, the IAB node 3 may perform flow control and alleviate downlink data congestion at the IAB node 2. 


Figure 1. Example figure to describe downlink data congestion handling.
In this condition, IAB node 2 can transmit all downlink traffics to UE2 without any problems, but all traffics toward the IAB node 1 may not be transmitted. This means that only IAB node 1 involves in downlink data congestion at the IAB node 2. However, if only IAB node 2 ID with buffer load is provided to the IAB node 3 to indicate the IAB node 2 where data congestion has occurred, the IAB node 3 cannot figure out which IAB node or UE cause downlink data congestion and finally would decrease or may block all downlink traffics to IAB node 2. We think that it must be undesirable downlink data congestion handling because even if the IAB node 2 can forward all downlink data traffics to UE 2, the IAB node 3 may block all downlink traffics toward UE 2 unnecessarily. Thus, if downlink data congestion occurs at the IAB node 2, the flow control feedback from the IAB node 2 should include the IAB node 1’s ID or related UE IDs to make the IAB node 3 reduce only downlink traffics toward the IAB node 1. We also think that buffer status is useful information to indicate seriousness of downlink data congestion to the parent IAB node. 
Proposal 1. The flow control feedback should contain the following information:
· Buffer status, e.g., IAB-node buffer load.
· UE ID or IAB node ID which causes downlink data congestion should be explicitly indicated to the parent IAB node. 

For the granularity of flow control feedback, the followings can be a candidate. 
· per UE radio bearer
· per RLC-channel
· per UE/IAB node
The finest option is per UE radio bearer, but this option may require the biggest size of flow control feedback and it doubts whether this kind of detailed feedback information is really useful. On the other hand, per UE/IAB node option may need the smallest size of flow control feedback, but it may not give enough information about which RB or RLC-channel is actually congested in the IAB node. We think that per RLC-channel option can give sufficient information to figure out congestion information with moderate overhead. 
Proposal 2. Per RLC-channel granularity should be considered for flow control feedback.

Which layer should perform hop-by-hop flow control for downlink?
The possible options to perform flow control for downlink are as follows:
Proposal 3. RAN2 decides whether which layer perform hop-by-hop flow control for downlink.
· MAC layer
· RLC layer
· Adaptation layer

If the MAC layer performs flow control, the MAC entity may not sort out data toward the congested IAB node and need to block all downlink traffics from a logical channel because UE bearers are aggregated to a logical channel and one logical channel contains data toward a normal IAB node and toward the congested IAB node. There may be no way to block only data toward the congested IAB node in MAC layer option. For the RLC layer option, the possible way is to decrease the size of the transmitting window but this option may not also sort out data toward the congested IAB node as similar reason in MAC layer option. On the other hand, adaptation layer can sort out data toward the congested IAB node and block those data traffic only without impact other normal traffic. This option may need extra buffer space and handling for the data toward the congested IAB node at the adaption layer, but it is simply resolved by implementation. Thus, the preferred option is the adaptation layer and the least preferred option is the RLC layer.
Proposal 4. Adaptation layer should perform hop-by-hop flow control for downlink.

How to operate hop-by-hop flow control and end-to-end flow control
As specified in the TR 38.874, end-to-end flow control may be slow to react to local congestion problems in intermediate IAB nodes as they do not provide information to pin point at which link/node the congestion is occurring. Furthermore, considering NR physical with a beam, a temporary link problem by an obstacle would be the most possible congestion scenario and hop-by-hop flow control would be better option for this kind of congestion problem. Of course, there is a case which cannot be resolved by hop-by-hop flow control only and downlink data traffic at the IAB donor node needs to be reduced by end-to-end flow control. Thus, hop-by-hop flow control should be required together with end-to-end flow control.
Proposal 5. Both hop-by-hop flow control and end-to-end flow control should be supported in IAB.

The next step is how to operate those two flow control mechanism properly. There could be two approaches. 
· One threshold
· Two threshold
In one threshold approach, if the buffer status exceeds the certain threshold, the IAB node triggers hop-by-hop flow control first and then, if needed, the IAB node may trigger end-to-end flow control. On the other hand, in two threshold approach, if the buffer status exceeds the first threshold, the IAB node triggers hop-by-hop flow control. Then if the buffer status exceeds the second threshold, the IAB node trigger end-to-end flow control. Anyway the important point is that if downlink congestion occurs, hop-by-hop flow control should be triggered first and then, if needed, end-to-end flow control should be triggered. 
Proposal 6. When data congestion occurs, hop-by-hop flow control should be triggered first and then, if needed, end-to-end flow control is triggered based on two threshold approach.

[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Proposal
In this contribution, we analysed more detail operation for downlink data congestion handling and proposed below proposals:
Proposal 1. The flow control feedback should contain the following information:
· Buffer status, e.g., IAB-node buffer load.
· UE ID or IAB node ID which causes downlink data congestion should be explicitly indicated to the parent IAB node. 
Proposal 2. Per RLC-channel granularity should be considered for flow control feedback.
Proposal 3. RAN2 decides whether which layer perform hop-by-hop flow control for downlink.
· MAC layer
· RLC layer
· Adaptation layer
Proposal 4. Adaptation layer should perform hop-by-hop flow control for downlink.
Proposal 5. Both hop-by-hop flow control and end-to-end flow control should be supported in IAB.
Proposal 6. When data congestion occurs, hop-by-hop flow control should be triggered first and then, if needed, end-to-end flow control is triggered based on two threshold approach.
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