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1.	Introduction
In Study on NR Industrial Internet of Things, a several key use cases are to be considered [RP-182090]:
· Release 15 enabled use case improvements
· Such as AR/VR (Entertainment industry)
· New Release 16 use cases with higher requirements
· Factory automation
· Transport Industry
· Electrical Power Distribution
For each use case, characteristics of packet transfer are different depending on the role/purpose of applications and the involved machine type. In this regards, this contribution provides a possible scheduling enhancement. 
2.	Discussion 
In IIOT, one stringent requirement is to serve multiple applications simultaneously without sacrificing their own requirement. In basic scheduling operation, this can be achieved by getting an UL grant in response to the buffer size reporting and performing multiplexing based on LCP procedure. 
LCP procedure is very well designed mechanism that allows transmission of data from multiple logical channels by considering fairness. In the meanwhile, LCP procedure is one part that consumes UE processing time. In NR, although pre-processing reduces total processing time in Layer 2, the UE still needs some processing time in MAC in order to allocate UL grant for each logical channel and generates a MAC PDU by including MAC SDUs delivered from multiple RLC entities. According to TR 22.804, in the meanwhile, TSN traffic needs to be transmitted within bounds, e.g., 1ms. Therefore, it would be helpful to reduce the processing time as much as possible. 
In addition, multiplexing different TSN traffics into one MAC PDU may only complicate the retransmission scheduling because the survival time might be different for each TSN traffic [TS 22.261] and retransmission after the survival time would not be necessary at all. 
In this sense, one potential enhancement would be to provide an UL grant targeting a specific TSN traffic, e.g., a specific logical channel. It means that when the UE receives the UL grant targeting a specific TSN traffic, the UE doesn’t perform LCP procedure but only includes the targeted TSN traffic, e.g., data from the indicated logical channel. By doing this, we see benefit from latency point of view because the UE can save processing time of LCP procedure. 
This mechanism would make sense when the network can provide proper UL grant for a specific TSN traffic. For example, if TSN traffic is of the fixed message size, e.g.,10 bytes, the network can provide proper UL grant for this TSN traffic. Alternatively, a finer granularity of buffer size can be reported, e.g., per logical channel, so that the network can know the required UL grant more accurately.
Proposal. Scheduling and BSR enhancement for time critical TSN traffic should be discussed in WI phase, for instance, logical channel specific UL grant, or BSR per logical channel. 
[bookmark: _GoBack]Corresponding Text Proposal to TR 38.825 is provided in R2-1902007.
3.	Conclusion
In this contribution, a potential scheduling enhancement is presented by considering time critical TSN packets, and it is proposed that
Proposal. Scheduling and BSR enhancement for time critical TSN traffic should be discussed in WI phase, for instance, logical channel specific UL grant, or BSR per logical channel.  
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