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1 Introduction
A Reply LS from RAN1 has been sent to RAN2 on analysis on the achievable time synchronization accuracy over Uu interface [1]:

[image: image1]
In additional, a Reply LS from RAN3 has been sent to RAN2 on analysis on the achievable time synchronization accuracy [2]:


[image: image2]
And in last RAN2 meeting, the following agreements were achieved after the discussion on accurate referencing timing in 5G [4]:

[image: image3]
Hence, in this contribution, we focus on how to provide the precise reference timing to the UE and achieve accurate time synchronization among the UEs within 5G system as TSN system from the two kinds of clocks. 
2 Discussion
2.1 Time synchronization accuracy
In last RAN1 meeting, RAN1 has performed analysis on the achievable time synchronization accuracy over Uu interface, as mentioned in the LS [1]. 
Regarding synchronization accuracy, based on the results provided by different companies in RAN1, the following can be concluded [4]:

· If a UE were not to apply propagation delay compensation, a gNB-to-UE timing synchronization accuracy of 

· 130 to 376ns for an ISD of 10m (3 sources)

· 215 to 506ns for an ISD of 20m (3 sources)

· 315 ns for an ISD of 60m (1 source)

· 355ns for an ISD of 114m (1 source)

· 1080ns for an ISD of 250m (1 source)

And the above results are based on the RAN1 agreed evaluation assumptions can be achieved for Rel-15 NR with 15kHz SCS.
The important conclusions are listed as follows:

· A timing synchronization error between a gNB and a UE no worse than 540ns is achievable based on the RAN1 agreed evaluation assumptions for Rel-15 NR with 15kHz SCS. 
· It is RAN1´s conclusion, that the synchronization accuracy is improved when using higher SCS. 
· For small service areas with dense small cell deployments a propagation delay compensation by the UE would not be required.
· The propagation delay compensation needs to be applied by the TSN UEs for larger service areas with more sparse cell deployments (e.g. for inter-site distances >200m the gNB-to-UE timing synchronization accuracy without propagation delay compensation may be worse than 1us).
As indicated in the LS, the propagation delay compensation needs to be applied by the TSN UEs for larger service areas with more sparse cell deployments (e.g. for inter-site distances >200m the gNB-to-UE timing synchronization accuracy without propagation delay compensation may be worse than 1us). And the scenario specified by SA1 TS 22.104 [4] includes an area of 20km2 as well:
	Table 5.6.2-1: Clock synchronization service performance requirements
User-specific clock synchronicity accuracy level 

Number of devices in one Communication group for clock synchronisation

Clock synchronicity requirement 

Service area 

Scenario
1

Up to 300 UEs
< 1 µs

≤ 100 m x 100 m
· Motion control

· Control-to-control communication for industrial controller
2
Up to 10 UEs

< 10 µs

≤ 2500 m2
· High data rate video streaming
3
Up to 100 UEs

< 1 µs
< 20 km2
· Smart Grid: synchronicity between PMUs



The propagation distance will be hundreds of meters in this scenario, where achieving 1us accuracy will require some form of correction for propagation delay.
And the following tables are the summary of companies’ results for different service areas without/ with propagation delay compensation [6]:
Table 2.3.1: Summary of companies results for different service areas without propagation delay compensation

	Source
	15kHz
	30kHz
	60kHz
	120kHz
	Remarks

	[ZTE, 
R1-1900156]
	[-278ns,376ns]
	[-147ns,245ns]
	
	[-82ns,180ns]
	

	[Qualcomm, R1-1900903]
	355ns (57m ISD)
	
	
	
	

	[Nokia, R1-1900935]
	215ns (20m ISD)
315ns (60m ISD)
	
	
	
	

	[Samsung, R1-1901072]
	133ns (10m ISD)
	
	
	
	½ of the values reported in TDoc to only account for gNB to UE (and not UE to UE connected to the same gNB) to align with other companies results

	[Huawei, R1-1901252]
	506ns (20m ISD)
	441ns (20m ISD)
	343ns (20m ISD)
	
	

	[Ericsson, R1-1901353]
	315ns (10m ISD)
350ns (20m ISD)
1080ns (250m ISD)
	
	
	
	Result clearly shows, that delay compensation needed for longer gNB-to-UE distances (such as 250m)


Table 2.3.2: Summary of results for large service areas with propagation delay compensation
	Source
	15kHz
	30kHz
	60kHz
	Remarks

	[ZTE, 
R1-1900156]
	488ns
	357.5ns
	276.5ns
	

	[Intel, R1-1901334]
	505ns
	371ns
	287.5ns
	

	[Nokia, R1-1900935]
	472.5ns
	338.5s
	
	

	[Huawei, R1-1901252]
	536ns
	438ns
	357ns
	ISD=500m


Observation 1: according to RAN1 conclusion, the synchronization accuracy can be improved via using higher SCS.

Observation 2: according to RAN1 conclusion, the requirement in SA1 of User-specific clock synchronicity accuracy level 3 that 1 µs requirement for a 20 km2 service area will require some form of correction for propagation delay.
A straigthforward approach is to improve TA accuracy, i.e. finer granularity of TA command and and higher TA adjustment accuracies. In our view, if propagation delay compensation is required, the UE will need to be aware of the enhancement of TA command and the gNB will need to be whether the UE can support the enhancement. 

Proposal 1: it is proposed to provide some form of correction for propagation delay approach in case of big service area, which is to utilize finer granularity of TA command and higher TA adjustment accuracy. 
Proposal 2: it is proposed that if propagation delay compensation is required, the UE will need to be aware of the enhancement of TA command and the gNB will need to be whether the UE can support the enhancement.  
2.2 Multiple Transmission points
In section 8.6.1 of [5], a table regarding clock synchronization communication service level requirement has been given. As indicated in the synchronicity requirement table, the clock synchronization KPIs (<1[image: image5.png]


, <10 [image: image7.png]


 and <20[image: image9.png]


) are given for service area with the maximum size of 2500[image: image11.png]


 and different number of devices in one communication group. To meet requirement regarding timing synchronization (Nsd.Csy) as indicated in section 8.6.1 of [5], 5GS architecture should be chosen carefully.
As agreed on RAN2 #104 meeting discussion with assumption of the Black Box approach, the accurate timing information will be delivered to the UE by employing the system information broadcasting or specific signalling over the air interface from the gNB. The granularity of accurate time broadcasted over air can be enhanced to 0.25 us.

Furthermore, the calculation of the synchronicity accuracy also need take the consideration of time error (TE) caused by deterioration of the accuracy of timing information transmission over the radio interface. From RAN1’s conclusion above on the time synchronization accuracy over Uu interface, a timing synchronization error between a gNB and a UE no worse than 540ns is achievable based on the RAN1 agreed evaluation assuming the SCS of 15 kHz. 
In RAN3 last meeting [5], the maximum absolute time error from different synchronization source studied as below:
	Synchronization source
	Synchronization accuracy

	Local on-site GNSS receiver (GPS is TSN GM clock) 
	|TE| = 100 ns absolute, 200ns relative between nodes.

	Local on-site TSN GM clock
	TE is negligible.

	Remote TSN GM clock entity using cascaded PTP capable transport network connections
	|TE| ~N*40ns, where N is number of PTP hops. 


To the summary, the total sync time error could be the sum of granularity of time broadcasted over air, the time synchronization accuracy over Uu interface and maximum absolute time error from the synchronization source. Considering the use case of multiple transmission points, the time accuracy depending on the number of the hop between the two transmission points, for example: 

Time accuracy between two TPs = 250 ns+540 ns+ (40*HOPnumber)ns
Hence, we can find that if the number of hop is high enough, the time accuracy in case of multiple transmission points cannot meet the requirement of 1 [image: image13.png]


 clock synchronization. As a result, the selection of multiple transmission points should consider the number of hop.
Proposal 3: the selection of multiple transmission points should consider the number of hop.
2.3 Analysis on time distribution in unicast mode
In last RAN2 meeting, the conclusion of reusing the LTE approach for time distribution by broadcast RRC had been achieved and unicast is FFS. In our understanding, the unicast solution can bring the following merits:
· Providing the flexibility for operators to provide different granularity levels to different users according to the user’s subscription data and corresponding UE’s priority and capability
· Provide security protection especially for special network e.g. robot factory.
Additionally, an inaccuracy indication also required to be optionally sent to indicate inaccuracy range of a time reference information, which range is from 0.25 us to 1 ms.
Observation 3: the unicast solution can bring the following merits:

· Providing the flexibility for operators to provide different granularity levels to different users according to the user’s subscription data and corresponding UE’s priority and capability;
· Provide security protection especially for special network e.g. robot factory.

Proposal 4: it is proposed to adopt the unicast signalling to provide a sufficiently granular time reference value to a UE from the gNB as well.
Proposal 5: it is proposed to adopt an inaccuracy indication also required to be optionally sent to indicate inaccuracy range of a time reference information, which range is from 0.25 us to 1 ms.
2.4 Delivery options for time synchronisation using TSN 
So far, there are the following options  for the delivery of precise timing information to the UE during the discussion [7]:
Option 1: Transport of 802.1AS messages over the 5G system to convey timing to the UE. In this option, the 5G system appears as an 802.1AS compliant entity that allows northbound and southbound nodes to use 802.1AS standardized signalling to exchange time information.

Option 2: Conveying timing to the UE that act as boundary master clocks towards connected TSN device via 5G specific signalling, e.g. via 5G broadcast/5G unicast for timing of frame structure. In this option, the 5G RAN utilizes its fine-frame structure which may be below symbol level to convey precise timing to the UE. The 5G RAN receives the TSN timing information via direct connectivity with the TSN master clock, e.g. via underlying transport network by having an embedded TSN client within the gNB (this option does not use UE specific 802.1AS messages).
Regarding option 1, the most challenge is that 802.1AS messages have to be transported over the 5G wireless link with predictable latency, as is done via wired 802.1AS compliant nodes currently.

Regarding option 2 with boundary clock mode approach, UPF is synchronized with the TSN GM via transport network and the gNB is synchronized with UPF and TSN GM through underlying PTP capable transport network by using gPTP as it is makes the 5G system to look like a time aware relay. This option does not use UE specific 802.1AS messages within 5G.
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Figure 1: Overview for time synchronization with external clock mode approach (option 2)
Obviously, the option 2 is more align to the RAN2’s conclusion and common understanding on how to support of accurate synchronization timing.

Observation 4: the option 2 is more align to the RAN2’s conclusion and common understanding on how to support of accurate synchronization timing.
 Hence, it is proposed:

Proposal 6: it is proposed to adopt option 2 as the baseline of the timing information delivery method to the UE and notify to SA2.

Option 3: one time-aware relay

This option can be an implementation with 5G blackbox model, where the entire 5G system can be kept untouched, therefore there will be minimal impact on the 5G system nodes.  The translator/adaptor function located at the edge of 5G system, can take care all 802.1AS related functions.  It is a type of "distributed boundary clock" implementation, or in an 802.1AS term "distributed time-aware relay". Hence, the 5G internal system clock can keep these network elements synchronized so that the time stamping of the gPTP event messages is done correctly. The translator function can be implemented either as part of UPF/UE, or as a stand-alone entity, which is out of scope of RAN2.
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Figure 2: 5G system is modelled as one time-aware relay

Option 4. Multiple time domains merged into one domain using 5G clock.
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Figure 3: An implementation option of figure 3 using blackbox model mentioned 
The option4 as shown in figure 3 can be an implementation with 5G black box model as well. In such an implementation, the entire 5G system can be kept untouched, therefore there will have minimal impact on the 5G system nodes. In this option a single clock domain is sufficient and a suitable one could be provided by the 5G system itself. Actually, it normally has to operate synchronous with an internationally recognized standard such as GPS. The translator/adaptor function located at the edge of 5G system, can take care all 802.1AS related functions.  For example, the gPTP support, time stamping, can be all implemented in the translator. The translator function can be implemented either as part of UPF/UE, or as a stand-alone entity.

Observation 5: both the option 3 and option 4 are kinds of enhancement approaches, which are align to the RAN2’s conclusion and common understanding on how to support of accurate synchronization timing, although there are some implementation out of RAN2 scope.
3 Conclusions

In this paper, the following observations and proposal are given:

Observation 1: according to RAN1 conclusion, the synchronization accuracy can be improved via using higher SCS.

Observation 2: according to RAN1 conclusion, the requirement in SA1 of User-specific clock synchronicity accuracy level 3 that 1 µs requirement for a 20 km2 service area will require some form of correction for propagation delay.
Proposal 1: it is proposed to provide some form of correction for propagation delay approach in case of big service area, which is to utilize finer granularity of TA command and higher TA adjustment accuracy. 

Proposal 2: it is proposed that if propagation delay compensation is required, the UE will need to be aware of the enhancement of TA command and the gNB will need to be whether the UE can support the enhancement. 
Proposal 3: the selection of multiple transmission points should consider the number of hop.
Observation 3: the unicast solution can bring the following merits:

· Providing the flexibility for operators to provide different granularity levels to different users according to the user’s subscription data and corresponding UE’s priority and capability;
· Provide security protection especially for special network e.g. robot factory.

Proposal 4: it is proposed to adopt the unicast signalling to provide a sufficiently granular time reference value to a UE from the gNB as well.

Proposal 5: it is proposed to adopt an inaccuracy indication also required to be optionally sent to indicate inaccuracy range of a time reference information, which range is from 0.25 us to 1 ms.
Observation 4: the option 2 is more align to the RAN2’s conclusion and common understanding on how to support of accurate synchronization timing.
Observation 5: both the option 3 and option 4 are kinds of enhancement approaches, which are align to the RAN2’s conclusion and common understanding on how to support of accurate synchronization timing, although there are some implementation out of RAN2 scope.
 Proposal 6: it is proposed to adopt option 2 as the baseline of the timing information delivery method to the UE and notify to SA2.
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RAN1 has performed analysis on the achievable time synchronization accuracy over Uu interface. A timing synchronization error between a gNB and a UE no worse than 540ns is achievable based on the RAN1 agreed evaluation assumptions for Rel-15 NR with 15kHz SCS. It is RAN1´s conclusion, that the synchronization accuracy is improved when using higher SCS. For small service areas with dense small cell deployments a propagation delay compensation by the UE would not be required. The propagation delay compensation needs to be applied by the TSN UEs for larger service areas with more sparse cell deployments (e.g. for inter-site distances >200m the gNB-to-UE timing synchronization accuracy without propagation delay compensation may be worse than 1us).


Note that the RAN1 analysis does not contain the effects of the granularity & accuracy of the absolute timing indication information by the gNB, which are outside of the RAN1 study scope.














Time synchronization accuracy


Regarding the achievable time synchronization accuracy from RAN network perspective, RAN3 considers that the synchronization accuracy between the gNB and TSN master clock can be much less than 1µs.


As an example, RAN3 considered several options for delivery of TSN time information from the synchronization source:


Local on-site GNSS receiver as TSN GM clock


Local on-site TSN GM clock


Remote TSN GM clock entity using cascaded PTP capable transport network connection





The maximum absolute time error (TE) between TSN GM clock and gNB is summarized in the following table:


Synchronization source�
Synchronization accuracy�
�
Local on-site GNSS receiver (GPS is TSN GM clock) �
|TE| = 100 ns absolute, 200ns relative between nodes.�
�
Local on-site TSN GM clock�
TE is negligible.�
�
Remote TSN GM clock entity using cascaded PTP capable transport network connections�
|TE| ~N*40ns, where N is number of PTP hops. �
�



Latency introduced by network interfaces


Regarding the latency introduced by network interfaces, RAN3 understanding is that it depends on the backhaul type and network architecture. RAN3 considers that the latency can be negligible in certain scenarios, e.g. high quality backhaul and/or compact architecture (e.g. UPF collocated or very close to the gNB, no CU/DU split, etc). 


In scenarios where the latency cannot be considered negligible (e.g. between gNB and UPF), further work may be needed.





We reuse the LTE approach for time distribution by broadcast RRC as a baseline, Unicast is FFS 


0.25us granularity can be starting point, FFS finer granularity than 0.25us
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