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1 Background
In LS S2-1813392 [2], SA2 has asked RAN WGs to provide input regarding scalability of six TSN Time synchronization solutions. The specific questions in the LS S2-1813392 are
	ACTION: 
Thus, SA2 likes to request RAN1/RAN2 to provide input to SA2 regarding feasibility impacts from RAN perspective for the solution options identified above. In addition, SA2 would like to request feedback on the scalability on the radio interface for solutions that require transport of gPTP time synchronisation messages using per-UE unicast transport over the air.  


In this paper, we carry out a scalability analysis of the TSN time synchronization solutions, and propose a response to the SA2 LS. 

The TSN Time synchronization solutions referred to above are discussed in detail in TR 23.734 and also summarized in LS S2-1813392 which is copied below.
	1) Conveying timing to the UE that act as boundary master clocks towards connected TSN device via 5G specific signalling, e.g. via 5G broadcast/5G unicast frame structure. In this option, the 5G RAN utilizes its fine-frame structure (e.g. below PHY symbol level) to convey precise timing to the UE. The 5G RAN receives the TSN timing information via direct connectivity with the TSN master clock, e.g. via underlying transport network by having an embedded TSN client within the gNB (this option does not use UE specific 802.1AS messages). (Refer Solution #11 Option 2)

2) One time-aware relay implemented with Solution#8 5G RAN is unaware of the TSN. The timing information from TSN working domain (external clock) is delivered via the UEs to the respective End stations.  The 5G internal system clock will keep these network elements synchronized so that the timestamping of the gPTP event messages is done correctly. The 5G internal system clock can be made available to UE with signalling of time information related to absolute timing of radio frames (i.e. using SIB/RRC based methods described for LTE Rel-15). The timing information (gPTP messages, including the information on the incoming sync message timestamping) can be carried to the UE as data packets (e.g. payload). The time stamp is based on the 5G internal system clock. (Refer Solution #11 Options 3).
3) For multiple time domains: “Multiple time domains merged into one domain using 5G clock “, the UE only receives 5G timing information through gNB, and acts as master clock to the TSN end stations. In this solution each interface of the 5G system is seen by the connected TSN networks and by the End stations, as separate GMs, each of them operating in independent gPTP domains, but providing the same time to all the connected networks. (Refer Solution #11 Options 4).
4) 5GS gives deterministic delays between UPF and UE and 5GS acts as a link or as a TSN Bridge. When 5GS acts as a link, PTP messages containing clock information are passing through 5GS experiencing deterministic delays. 5GS need not perform any measurement/synchronization processes. When 5GS acts as a TSN bridge, the deterministic delays between UPF and UE make the residence time in 5GS be easily calculated so that 5GS can make proper correction of the PTP header’s “correctionField” with the residence time. (See Solution #17).
5) Based on the internal synchronization, the 5GS transparently pass the external PTP message through and makes proper correction of the PTP header’s “correctionField” with the known residence time (See solution #19).

4) 5GS acts as transparent clock with independent internal clock achieving common concept of time between UEs and UPF as well as among different UEs. This is to allow one-way measurement and control of the E2E delay (Refer Solution #28).


2 Scalability analysis
A key observation for scalability analysis is that all solutions except Solution #11 Option 2 and Solution #11 Option 4 mentioned in LS S2-1813392 require unicast transmission of PTP messages to each UE. We refer to all options other than Solution #11 Option 2 (i.e., Solution #11 Options 3, Solution #17, Solution #19, Solution #28) as ‘other options’. Solution #11 Option 4 shares many similarities with Solution #11 Options 2 with one restriction that it assumes one clock domain. Given the similarity of Solution #11 Option 4 to Solution #11 Options 2, this paper will not separately consider Solution #11 Options 4.
Solution #11 Option 2 utilizes signalling of timing information by RAN (RAN receives the TSN timing information via direct connectivity with the TSN master clock). With this option, PTP messages are not sent over-the-air and instead only timing information received by RAN is sent. Further, this option can use broadcast and unicast signalling of timing information.
An additional point to note is that all options require delivery of at least one timing reference including options other than Solution #11 Option 2. This timing reference delivery is required to synchronize UE to RAN. Options other than Solution #11 Option 2 also require this since they require UE and UPF to be synchronized to each other (to enable computation of time spent by PTP message in transit time).

Based on the above discussion, we carry out scalability analysis for the following:

· Solution #11 Option 2 using broadcast RRC signalling
· Solution #11 Option 2 using unicast RRC signalling to each UE

· Other options using unicast of PTP message to each UE
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Figure 1 Overview of the time synchronization options
Assumptions used in the analysis:
· Number of UEs per cell = NUE = {40, 300} UEs
· RAN1#94bis agreed to up to 40 UEs per cell as a simulation assumption for evaluation of factory automation.
· Section 5.6.2 of TS 22.804 includes a requirement for 300 UEs in one communication group for clock synchronization
· Number of clock domains supported by RAN = ND= 1. Scenarios involving more than one clock domain is discussed in Section 2.1.
· Headers associated with the solutions and sizes: 
· Solution #11 Option 2 using broadcast has 5 bytes of headers per packet (including 3 byte CRC and 2 byte MAC header)
· Solution #11 Option 2 using unicast has 7 bytes of headers per packet (including 3 byte CRC and 4 bytes of L2 headers)
· Unicast requires 2 more bytes due to use of RLC AM mode (compared to RLC TM used for broadcast)

· Other options have 31 bytes of headers per packet. Out of the 31 bytes, 13 bytes are for L2 headers and CRC, and remaining 18 bytes is size of ethernet header

· Extra six bytes of L2 headers is due to PDCP headers (compared to no PDCP header for Solution #11 Option 2)

· PTP message used by other options is sent to 5GS using an ethernet frame and is carried via 5GS using ethernet PDU sessions. Ethernet frame format is assumed to use a header comprising of source MAC address (6 bytes), destination MAC address (6 bytes), VLAN tag (4 bytes) and Ethertype (2 bytes).
· Period of timing information delivery per clock domain (T) = 160 ms

· The period of timing information delivery is determined based on synchronization accuracy, quality of TSN master clock, quality of TSN slave clocks etc. To simplify our analysis, we use same period for all options.
· Even though same period is used for all options (for simplicity), Solution #11 Option 2 (using broadcast and unicast) will need less frequent delivery of timing information from RAN to UE when using low quality TSN slave clocks. Note that with low quality TSN slave clocks, all options will need frequent timing information delivery to TSN slave clocks. However, when using Solution #11 Option 2, slave clocks receive timing information directly from a master clock running at UE (and not using PTP messages sent via RAN). 
Table 1: Comparison of overheads

	
	Solution #11 Option 2 using broadcast
	Solution #11 Option 2 using unicast
	Other options 

	Timing information sent using
	RRC signalling using broadcast including reference time and additional timing information1 
	RRC signalling using unicast including reference time and additional timing information 1
	Unicast of IEEE 802.1AS PTP messages: Sync, Follow_Up2
Also, requires RRC signalling to indicate 5G reference time which is assumed to use broadcast.3

	Size of timing information
	60 bits (reference time)4 and 20 bits (additional timing information)5
	60 bits (reference time)4 and 20 bits (additional timing information) 5
	88 bytes = 704 bits

IEEE 802.1AS Sync message: 44 bytes 
IEEE 802.1AS Follow_Up message: 44 bytes

	Headers
	5 bytes = 40 bits
	7 bytes = 56 bits
	31 bytes = 248 bits

	#packets sent per ms
	1 / T
	NUE / T
	2* (NUE / T) + (1 / T)
See note 3 below about adding (1 / T) 

	#packets sent per ms for NUE = 40 UEs, T = 160 ms
	0.00625
	0.25
	0.5 + 0.00625 
i.e., One PTP packet every four slots for 30 kHz subcarrier spacing

	#packets sent per ms for NUE= 300 UEs, T = 160 ms
	0.00625
	1.875
	3.75 + 0.00625

	Total overhead across all UEs (bits per ms)
	(80 + 40) * (1 / T)
	(80 + 56) * (NUE / T)
	(704 + 2*248) * ( NUE / T )  

+  (80 + 40) * (1 / T)

See note 3 below about adding 80 * (1 / T) 

	Total overhead across all UEs (bits per ms) for NUE = 40 UEs, T = 160 ms
	0.75 bits/ms
	34 bits/ms
	300 bits/ms + 0.75 bits/ms

	Total overhead across all UEs (bits per ms) for NUE = 300 UEs, T = 160 ms
	0.75 bits/ms
	255 bits/ms
	2250 bits/ms + 0.75 bits/ms

	1- Additional timing information can include a clock domain identifier, referenceSFN similar to one used in LTE (see TS 36.331 v15.3)

2- IEEE 802.1AS requires the use of two-step processing involving the use of Follow_Up message in addition to Sync message (see Section 7.5 of [3])
3- Since all options require delivery of at least one timing reference.

4- Appendix (section 7) discusses how the size of reference time is computed (based on ReferenceTime-r15 in TS 36.331 v15.3)

5- Additional timing information can include a clock domain identifier, and optional fields (e.g., similar to referenceSFN-r15 specified in TS 36.331 v15.3 requiring 10 bits). Since TS 22.104 requirement only requires at most 32 clock domains, we can assume that clock domain identifier can use 5 bits. To account for additional timing information and optional fields, we allow for 20 bits of additional timing information.


The table above shows that overhead associated with Solution #11 Option 2 using broadcast does not increase at all with number of UEs (e.g., the overhead is same and equal to 0.75 bits/ms for both NUE = 40 UEs and NUE = 300 UEs), whereas the overhead associated with remaining options scales up linearly.

Further, the table above shows that overhead of Solution #11 Option 2 is order(s) of magnitude less than that with other solution options and this primarily arises from the fact that Solution #11 only carries essential timing information (i.e., time offset, domain identifier) whereas other options require transport of entire PTP message.

Observation 1: Overhead associated with carrying timing information for Solution #11 Option 2 using broadcast does not increase with number of UEs, whereas the overhead associated with remaining options scales linearly.

Observation 2: Overhead associated with carrying timing information for Solution #11 Option 2 is order of magnitude less than that with other solution options.
2.1 Multiple clock domains

TS 22.104 requirement for time synchronization (see Section 5.6.1) requires support of multiple clock domains. With more than one clock domain, the scaling of overhead can depend on assumptions such as number of clock domains applicable to each UE. A discussion of some aspects of the scaling is given below:
· Solution #11 Option 2 using broadcast: Can broadcast (to all UEs) timing information associated with each clock domain. Hence the size of the timing information will likely scale linearly with number of clock domains.
· Solution #11 Option 2 using unicast: can unicast to a UE timing information for clock domains relevant to the UE. The scaling of this overhead is linear if each UE requires timing information for all clock domains. 

· Other options: scaling of overhead is similar to that for Solution #11 Option 2 using unicast.
Observation 3: For multiple clock domains, scalability can be linear in number of clock domains.
3 Conclusion
Based on the above discussion we propose the following.

Proposal 1: Reply to SA2 indicating that Solution #11 Option 2 scales most efficiently with number of UEs and number of clock domains.
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5 Appendix 
Given below is an excerpt from TS 36.331 V15.3.0 about the information elements used to deliver timing information.

	TimeReferenceInfo

TimeReferenceInfo information elements
-- ASN1START

TimeReferenceInfo-r15 ::=

SEQUENCE {


time-r15






ReferenceTime-r15,


uncertainty-r15





INTEGER (0..12)



OPTIONAL,
-- Need OR


timeInfoType-r15




ENUMERATED {localClock}

OPTIONAL,
-- Need OR


referenceSFN-r15




INTEGER (0..1023)


OPTIONAL
-- Cond TimeRef
}

ReferenceTime-r15 ::=


SEQUENCE {


refDays-r15






INTEGER (0..72999),


refSeconds-r15





INTEGER (0..86399),


refMilliSeconds-r15




INTEGER (0..999),


refQuarterMicroSeconds-r15


INTEGER (0..3999)

}

-- ASN1STOP
TimeReferenceInfo field descriptions
referenceSFN
This field indicates the reference SFN for time reference information. The time field indicates the time at the ending boundary of the SFN indicated by referenceSFN.
If the time field is included in SystemInformationBlockType16 and the referenceSFN field is not included, the time field indicates the time at the SFN boundary at or immediately after the ending boundary of the SI-window in which SystemInformationBlockType16 is transmitted.
time, timeInfoType
This field indicates time reference with 0.25 us granularity. The indicated time is referenced at the network, i.e., without compensating for RF propagation delay. The indicated time in 0.25 us unit from the origin is refDays*86400*1000*4000 + refSeconds*1000*4000 + refMilliSeconds*4000 + refQuarterMicroSeconds. The refDays field specifies the sequential number of days (with day count starting at 0) from the origin of the time field. If timeInfoType is not included, the origin of the time field is 00:00:00 on Gregorian calendar date 6 January, 1980 (start of GPS time). If timeInfoType is set to localClock, the interpretation of the origin of the time is unspecified and left up to upper layers.
If time field is included in SystemInformationBlockType16, this field is excluded when estimating changes in system information, i.e. changes of time should neither result in system information change notifications nor in a modification of systemInfoValueTag in SIB1.
uncertainty
This field indicates the number of LSBs which may be inaccurate in the refQuarterMicroSeconds field. If uncertainty is absent, the uncertainty of refQuarterMicroSeconds is not specified.

Conditional presence

Explanation

TimeRef
The field is mandatory present if TimeReferenceInfo is included in DLInformationTransfer message; otherwise the field is not present.




Size of ReferenceTime-r15 IE above can be computed based on the size of constituent fields (listed above) as 

log2(1+72999) + log2(1+86399) + log2(1+999) + log2(1+3999) = 56.

Given that it is possible that NR may need higher resolution for reference timing (e.g., 25 ns instead of LTE’s resolution of 250 ns above), the size of reference time IE used by NR is computed as 

log2(1+72999) + log2(1+86399) + log2(1+999) + log2(1+39999) = 60.
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