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In this contribution, we show the issue to support the ROHC in Non-Terrestrial Networks (NTN). 
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In RFC 3095, it addresses that the bad performance on ROHC can be incurred by the long RTT as shown below yellow highlighted text. This is because the long RTT may cause the out-of-sync problem between the compression context and the decompression context. If the out-of-sync problem happens, the packets are discarded by the ROHC. Therefore, the case where the long RTT suffers should not be used for ROHC. 
Observation 1. The long RTT is impacted on the ROHC performance. 

	3.3.  Requirements on a new header compression scheme
   The major problem with CRTP is that it is not sufficiently robust against packets being damaged between compressor and decompressor. A viable header compression scheme must be less fragile. This increased robustness must be obtained without increasing the compressed header size; a larger header would make IP telephony over cellular links economically unattractive.
   A major cause of the bad performance of CRTP over cellular links is the long link round-trip time, during which many packets are lost when the context is out of sync. This problem can be attacked   directly by finding ways to reduce the link round-trip time. Future generations of cellular technologies may indeed achieve lower link round-trip times. However, these will probably always be fairly high. The benefits in terms of lower loss and smaller bandwidth demands if the context can be repaired locally will be present even if the link round-trip time is decreased. A reliable way to detect a successful context repair is then needed.
   One might argue that a better way to solve the problem is to improve the cellular link so that packet loss is less likely to occur. Such modifications do not appear to come for free, however. If links were   made (almost) error free, the system might not be able to support a sufficiently large number of users per cell and might thus be economically infeasible.
   One might also argue that the speech codecs should be able to deal with the kind of packet loss induced by CRTP, in particular since the speech codecs probably must be able to deal with packet loss anyway if the RTP stream crosses the Internet. While the latter is true, the kind of loss induced by CRTP is difficult to deal with. It is usually not possible to completely hide a loss event where well over 100 ms worth of sound is completely lost. If such loss occurs frequently at both ends of the end-to-end path, the speech quality will suffer.
   A detailed description of the requirements specified for ROHC may be found in [REQ].



As all know, in NTN, the distance between the gNB and the UE is many times larger than that of terrestrial networks. According to the defined NTN reference scenarios, the RTT can be up to 562ms for GEO and up to 25.76ms for LEO. 
Observation 2. In NTN, the RTT can be up to 562ms for GEO and up to 25.76ms for LEO.

In addition, in RAN2#104 meeting, it was agreed that the enhancing HARQ and disabling HARQ will be studied. If the HARQ is disabled, the reliability would be decreased. Consequently, it leads the out-of-sync problem between the compression context and de-compression context. 
Observation 3. If the HARQ is disabled, the reliability would be decreased. It leads the out-of-sync problem between the compression context and de-compression context.

Considering the above observations, even if the ROHC is configured not for the CRTP in NTN scenario, it makes the potential out-of-sync problem between the compression context and de-compression context. Therefore, we think that the ROHC should not be configured for NTN.
Proposal. The ROHC should not be configured in NTN.

Regarding observations and proposal, we provide the TP as follow.
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Editor’s note: RAN2 will study impacts and possible enhancements at least to PDCP reordering (e.g. timers and SN space)
7.2.3.x Support of the ROHC
7.2.3.x Problem Statement 
In NTN, the RTT can be up to 562ms for GEO and up to 25.76ms for LEO. In RFC 3095, it is addressed that the bad performance of CRTP over cellular links is the long link RTT. It causes the out-of-sync problem between the compression context and de-compression context. Thus, considering long RTT in NTN, the out-of-sync problem between the compression context and de-compression context can frequently happen.
7.2.3.x Possible option
The ROHC is not configured in NTN.

