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Introduction
In RAN#80, a new SI “Solutions for NR to support Non-Terrestrial Network” was agreed [1]. It is a continuation of the preceding SI “NR to support Non-Terrestrial Networks” (RP-171450), where the objective was to study the channel model for the non-terrestrial networks, to define deployment scenarios, parameters and identify the key potential impacts on NR. The results are summarized in [2]. The new study item has the objective at evaluating potential solutions addressing the minimum necessary identified key impact areas from the previous activity and to study impact on RAN protocols/architecture. The objectives for layer 2 and above are:
	· Study the following aspects and identify related solutions if needed: Propagation delay: Identify timing requirements and solutions on layer 2 aspects, MAC, RLC, RRC, to support non-terrestrial network propagation delays considering FDD and TDD duplexing mode. This includes radio link management. [RAN2]
· Handover: Study and identify mobility requirements and necessary measurements that may be needed for handovers between some non-terrestrial space-borne vehicles (such as Non Geo stationary satellites) that move at much higher speed but over predictable paths [RAN2, RAN1]
· Architecture: Identify needs for the 5G’s Radio Access Network architecture to support non-terrestrial networks (e.g. handling of network identities) [RAN3]
· Paging: procedure adaptations in case of moving satellite foot prints or cells

Note:
· This new study item does not address regulatory issues.




In RAN2#103bis, it is agreed to study the following UP and CP aspects:
UP Impacts to study 
1. DRX
2. HARQ 
3. Random access response 
4. RLC/PDCP reordering (e.g. timers and SN space)
5. SDAP => no impact
Impacts to study for CP
1. Mobility 
2. TA management and update 
[bookmark: _Hlk531173783]
In RAN2#104, the following is agreed for mobility:


Agreements:
1.	Satellite beams, satellites or satellite cells are not considered to be visible from UE perspective in NTN SI.  This does not preclude differentiating at the PLMN level the type of network (e.g. NTN vs. terrestrial).  This is up to SA2.  
2.   Revise the current definition of satellite cell in TR 38.821 and refer to a satellite beam.  Definition of satellite beam can be discussed during email discussion.  
3.	Add text in TR 38.821 stating that association between NR PCI and NR SSBs is left for implementation (i.e. it will not be specified)
4.	Consider Rel-15 definitions as a baseline for NTN
5.	Both option a and b can be considered in NTN SI with one or multiple SSBs per PCI.  The TR will capture a figure for both option. 



[103bis#xx][NR - NTN] Mobility  (Ericsson)
	Intended outcome: 
-	Stage 1: Identify key issues to address for mobility 
-	Stage 2: Capture solutions identified in contributions for each of the issues	
	Deadline:  Thursday 2019-02-16

After RAN2#103bis, the complete list of 6 scenarios in TR 38.821 is:
Scenario A – GEO, transparent satellite, Earth-fixed beams;
Scenario B – GEO, regenerative satellite, Earth fixed beams;
Scenario C1 – LEO, transparent satellite, Earth-fixed beams;
Scenario C2 – LEO, transparent satellite, Earth-moving beams;
Scenario D1 – LEO, regenerative satellite, Earth-fixed beams;
Scenario D2 – LEO, regenerative satellite, Earth-moving beams.

[bookmark: _Hlk531173850]In this paper, we initiate mobility related discussions for NR NTN with focus on scenarios A and B.
Background
NR mobility procedure
NR mobility procedure is described in 38.300 as follows:
[bookmark: _Toc517229149]9.2.3.1	Overview
Network controlled mobility applies to UEs in RRC_CONNECTED and is categorized into two types of mobility: cell level mobility and beam level mobility.
Cell Level Mobility requires explicit RRC signalling to be triggered, i.e. handover. For inter-gNB handover, the signalling procedures consist of at least the following elemental components illustrated in Figure 1:


Figure 1. Inter-gNB handover procedures
1.	The source gNB initiates handover and issues a Handover Request over the Xn interface.
2. 	The target gNB performs admission control and provides the RRC configuration as part of the Handover Acknowledgement.
3. 	The source gNB provides the RRC configuration to the UE in the Handover Command. The Handover Command message includes at least cell ID and all information required to access the target cell so that the UE can access the target cell without reading system information. For some cases, the information required for contention-based and contention-free random access can be included in the Handover Command message. The access information to the target cell may include beam specific information, if any.
4.	The UE moves the RRC connection to the target gNB and replies with the Handover Complete.

…… ……
Beam Level Mobility does not require explicit RRC signalling to be triggered - it is dealt with at lower layers - and RRC is not required to know which beam is being used at a given point in time.

From the above, it should be observed that when RAN2 discusses mobility, it is the cell level mobility that is in question as the beam level mobility which is also called beam management is handled by lower layers and thus by RAN1.

[bookmark: _Toc525848431][bookmark: _Toc528593873][bookmark: _Toc528870085][bookmark: _Toc528870134][bookmark: _Toc1049783][bookmark: _Toc1066107][bookmark: _Toc1066179]The term mobility refers to cell level mobility when discussed in RAN2.
[bookmark: _Toc525848432][bookmark: _Toc528593874][bookmark: _Toc528870086][bookmark: _Toc528870135][bookmark: _Toc1049784][bookmark: _Toc1066108][bookmark: _Toc1066180]Beam level mobility which is also called beam management, is handled by lower layers and thus by RAN1.

Cell level mobility for GEO deployment
In this contribution we will mainly be discussing the RAN2-related procedures of mobility. To further expand on the NR mobility aspects shown above from 38.300, measurement reporting and triggering should also be included. The mobility procedures including the optional step of measurement reporting is shown in Figure 2. 
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Figure 2. Handover procedure with optional Step 0. 

GEO deployment radio environment
To get an understanding how mobility would function for satellites we need to get an understanding how the radio environment behaves for a GEO satellite deployment. To illustrate this a simple simulation using only antenna beam pattern and pathloss (from [2]) was done using the following parameters:
· Cell radius: 125 km
· ka = 300 (parameter to focus the antenna beam pattern from [2])
· Elevation angle of 90 degrees
· All UEs are LoS
In Figure 3 the relative measured RSRP (RSRP – max RSRP) is shown for one example UE, the UE starts close to the center of one beam (cell 1, red) and moves towards the center of another beam (cell 2, blue). The movement of the UE, and the locations of the beam centers can be found the appendix. In this case the shadow fading is not included which is motivated by the fact that the shadow fading for these cells would be correlated since they come from the same satellite.
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Figure 3. The relative RSRP trace of a UE moving through a grid of cells.
What can be observed in Figure 3 is that the RSRP of the serving and neighbouring cells are very much different from the terrestrial case, since the distance needed to travel until a new cell is stronger is much larger. For instance the difference between middle of the cell and the edge of the cell is not much more than 1 dB, when shadowing effects are not included.
[bookmark: _Toc1049785][bookmark: _Toc1066109][bookmark: _Toc1066181]The distance needed to change the signal power noticeably in a GEO satellite network is very large compared to terrestrial case.
Another observation is that the serving cell RSRP and neighbouring cell RSRP are within 0.5 dB difference for a distance that can be on the order of several 10s of kms apart. 
[bookmark: _Toc525825305][bookmark: _Toc525825041][bookmark: _Toc525825306][bookmark: _Toc525825731]
[bookmark: _Hlk531187570]Service interruption time due to handover
Given that the propagation delay is very large for GEO scenario, the delay of the handover procedure should be investigated. 
By looking at the Figure 2 we can estimate the service interruption time. The service interruption time is defined in TR 36.881 [5] by the time between when the UE stops transmission/reception with the source gNB and the time when target gNB resumes transmission/reception. In NR this can be defined as the time from network sending RRCReconfiguration with sync (Step 1) until the target gNB receives the RRCReconfiguration Complete (Step 3). By not considering such times such as RRC processing and UE retuning its frequency circuits(which is small in relation to the RTT), we can simplify the service interruption time to:
1 RTT + Switch to new cell
This time heavily depends on the time that it takes for the UE to connect to the new cell. Taking Rel-15 NR as baseline, the procedure that would be used is 4-step RACH which would take at least 2 RTTs. The total time for the handover would be 3 RTTs. 
The interruption time is however different depending on uplink or the downlink. For the downlink the interruption time would be 3 RTTs, since the gNB cannot send more data after step 1, but in the uplink, the UE can potentially continue sending data to the source gNB until RRCReconfiguration with sync is received, which would mean that the interruption time is 2,5 RTT. In the mobility enhancement WI, several solutions are currently discussed to reduce the interruption due to switching to the new cell, but for Rel-15 the interruption is at least 2.5 RTTs.  
[bookmark: _Toc1049786][bookmark: _Toc1066110][bookmark: _Toc1066182][bookmark: _Toc1049787][bookmark: _Toc1066111][bookmark: _Toc1066183]The handover interruption for NR Rel-15 is at least 2.5 RTTs.
[bookmark: _Toc1049821][bookmark: _Toc1066149][bookmark: _Toc1049822][bookmark: _Toc1066150]RAN2 to study the delay impact of Rel-15 HO procedure in GEO satellites networks and identify if any specification impacts are needed.

Handover failure and ping pong rate
Handover failure is defined in 3GPP terms in TR 36.839 [4], which is due to the UE declaring RLF in certain stages of the handover process. Radio Link Failure can be declared due to the one of the following reasons:
· Physical layer radio problems
· Random access procedure failure
· RLC Failure to deliver a PDU
For the evaluation of RLF during mobility procedure only the physical layer problems are considered. The RLF due to physical layer radio problems is when the timer T310 expires. The T310 is triggered due to a consecutive amount(N310) of physical layer problems are indicated. These physical layer problems are in-turn indicated when the signal quality of PDCCH is below a certain configured threshold.
The handover failure is then counted if any of the following occurs [4]:
1. If an RLF or signal quality of PDCCH is below a certain threshold occurs when the event triggering condition is satisfied, but before the handover command is successfully received by the UE.
2. If the signal quality of PDCCH is below a certain threshold of the target cell is too low during switching to another cell. 
Furthermore, another important metric in mobility performance is the ping-pong handover which defined as a handover to target cell that is followed by another handover back to the srouce cell during some time window t. 
For non-terrestrial networks it is essential to try to understand whether the GEO satellite deployment would cause higher handover failures compared to terrestrial deployments. Ping-pong handover can be especially harmful due to the long service interruption times compared to the terrestrial case. The common denominator of the handover failures 1 – 3 is that they can partly be attributed to fast deterioration in signal strength or signal quality. Although signal strength may be weaker due to the high path loss associated with the GEO satellite deployment which partly can be mitigated by making sure that the link budget is configured properly, the fluctuations of the signal due to the antenna pattern and path loss for mobile UEs is considerably less in GEO satellite deployment compared to typical terrestrial deployments as seen in Figure 3, where a UE could move several kilometres without significantly changing the signal strength.   
[bookmark: _Toc1049788][bookmark: _Toc1066112][bookmark: _Toc1066184]Handover failures due to mobility may be less of a problem in GEO satellite deployments compared to terrestrial deployments.
[bookmark: _Toc1049823][bookmark: _Toc1066151][bookmark: _Toc1049824][bookmark: _Toc1066152][bookmark: _Toc1049825][bookmark: _Toc1066153][bookmark: _Toc1049826][bookmark: _Toc1066154][bookmark: _Toc1049827][bookmark: _Toc1066155][bookmark: _Toc1049828][bookmark: _Toc1066156]RAN2 to study whether handover failure might be a problem for GEO NTN.

Conclusion
We made the following observations:
Observation 1	The term mobility refers to cell level mobility when discussed in RAN2.
Observation 2	Beam level mobility which is also called beam management, is handled by lower layers and thus by RAN1.
Observation 3	The distance needed to change the signal power noticeably in a GEO satellite network is very large compared to terrestrial case.
Observation 4	The handover interruption for NR Rel-15 is at least 2.5 RTTs.
Observation 5	Handover failures due to mobility may be less of a problem in GEO satellite deployments compared to terrestrial deployments.

We propose the following:

Proposal 1	RAN2 to study the delay impact of Rel-15 HO procedure in GEO satellites networks and identify if any specification impacts are needed.
Proposal 2	RAN2 to study whether handover failure might be a problem for GEO NTN.
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Appendix

Movement of UE through the cell grid
The UE moves through cell in the pattern seen in Figure 4. The x-marks denote the centers where the antenna beam-patterns are pointing towards.
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Figure 4. UE movement in simulation
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