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Introduction
In this contribution the topic of Tracking Area and the Tracking Area Update for Non Terrestrial Networks are presented and a number of scenarios are discussed. 
This contribution is the continuation of the work previously begun in SA2’s TR 23.737 V0.5.0 [1] and in the last RAN2 meeting [2] on the Non-Terrestrial Network SI. 
Furthermore, based on an LTE coverage scenario, we propose a realistic Tracking Area design, for Non-Terrestrial Network coverage.

Tracking Areas: background information
The purpose of having a Tracking Area (TA) is to enable mobile terminating communication to idle mode devices without the need to page the device across the PLMN’s complete radio network. The use of TAs also facilitates coarse-grained location services, and can be used to refuce the latency of CSFallBack to 2G/3G RATs. The network pages the device in the List of Tracking Areas when there is a mobile terminating data, SMS or signalling.  
In 5G Deployments, in order to accommodate large number of devices, Tracking Areas can be designed to cover areas as small as one cell. With a small number of cells per TA (and per TA List), the paging signalling is minimised, however this causes excessive Tracking Area Update (TAU) signalling. Similar to EPC networks, when a 5GC-UE crosses a TA Boundary and enters a TA that is not in the List of TAs allocated by the core network (AMF) to the UE, it will lead to a TAU. 
In scenarios where the Tracking Areas (and/or TAI Lists) are very large and have many UEs, the paging signalling overhead becomes considerable, as in order to locate one UE, all the cells in the TA (List) may need to used for paging – and the paging may need to be repeated.. 
In conventional networks, in order to minimise unnecessary signalling a balanced approach to TA size should be used. It is expected that a similar approach is needed for the Non-Terrestrial Networks. 
 Satellite Types
In conventional terrestrial networks the geographic are covered by a Tracking Area  is fixed. The TA size is determined by the mobile operator depending on the cells’ paging channel capacity, number of mobile terminating events, mobility of the devices, proportion of devices in poor coverage, etc.  
With a satellite system, there are additional aspects to consider, for example:
1. [bookmark: _GoBack]The satellite’s “spot beam” antenna system could force the use of large Tracking Areas (e.g. the number of geographically distinct tracking areas probably cannot be more than the number of “spot beams”/cells supported by that satellite)
2.  The satellite may not be able to keep the terrestrial coverage of the TA stationary as the satellite orbits the earth..
Depending on the type of satellite, at least 3 types of coverage scenarios are possible:
1- GEO Satellite with beams providing fixed coverage on the ground
2- MEO/LEO satellites with beams providing moving coverage on the ground
3- MEO/LEO satellites with moving beams providing fixed coverage on the ground
See following Figure 1.
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[bookmark: _Ref276796]Figure 1 GEO and LEO Ground Coverage 
Tracking Area Scenarios 
GEO Satellites can cover very large footprints on the ground, covering in some cases several countries [see section 8.1]. However, using smaller cells (with higher gain antennae on the GEO satellite) can increase the capacity of the system. 
With a GEO satellite, and fixed antennas, the terrestrial coverage area would gradually move as the Earth moves between summer and winter. However, any resulting tracking area update load would be low (e.g. twice per year).
With a fixed ground coverage, the Tracking Area would also be fixed and the UE would only trigger a Tracking Areas Update when it crosses a TA boundary and leaves the TA List allocated by the core network. For very large (satellite based) cells, and with the TAI list of just one cell UEs could be roaming for 100s of kilometres without having to update their Tracking Area. The paging load is then related to the number of devices in that cell. 
For large cells with sparsely population, e.g. in rural environments, and consequently low device density, this may not cause much signalling overhead. However if device densities are high or the large cells cover a few densely populated areas, the paging load could be considerable. See following Figure 2.
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[bookmark: _Ref276923]Figure 2 GEO Satellite Tracking Area Scenario, cells 100s kilometres wide 
Observation 1: GEO Satellites provide very large cells, covering 100s of kilometres, and consequently would lead to large Tracking Areas. In this scenario the Tracking Area updates are minimal, however the Paging load could be high
For LEO Satellites, that cover a much smaller areas, such as 60km diameter cells, the Tracking Area changes if the UE crosses the cell boundary OR when the satellite beam moves over the ground coverage. 
See following Figure 3 and Figure 4.
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[bookmark: _Ref276990]Figure 3 LEO Satellite Tracking Area Scenario, cells 10s kilometre wide, dynamic satellite beam management to keep Tracking Areas static on the Earth 
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[bookmark: _Ref277129]Figure 4 LEO Satellite Tracking Area Scenario with cells moving with respect to the UE on the ground

In our view. the moving cell and consequently the moving Tracking Area can be very problematic particularly in dense urban environment where the Tracking Area moves over populated areas and this moving cell leads to a massive Tracking Area Update signalling, 
In this scenario, illustrated in following Figure 5, if the cell moves with the velocity of a LEO satellite [7.5 km/s][3]  the network will be inundated with signalling as cells (= TA boundaries) fly past users. 
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[bookmark: _Ref359507]Figure 5 Moving Cells and Tracking Area leading to massive TAU signalling

If the cells move over a populated area, one remedy is to define a wide Tracking Area list covering multiple  cells, this way the TAU signalling load is reduced however the Paging overhead would be higher, see following Figure 6. 
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[bookmark: _Ref359526]Figure 6 Moving Cells and a wide Traffic Area
In our view moving cells and consequently moving Tracking Areas is difficult to manage and could be impossible to find a good balance between the Tracking Area Update signalling loads, illustrate in Figure 5 and large Paging signalling load in wide Tracking Area, illustrate in Figure 6. The contract between the two scenarios illustrated is too extreme for it to be practically implemented. 
Observation 2: Moving Cells would be difficult to manage in the network as the contact between the Traffic Area Update and the Paging Signalling loads would be too extreme to find a practical compromise, and in our view should be avoided.

Tracking Area Issues to be Resolved
Tracking Area Dimensioning
The dimensioning of the Tracking Area and its design has a direct impact on the Traffic Area Update Load and the Paging signalling load on the network. In designing the Tracking Area the following points must be taken into account:
Small Tracking Area
· Increased Tracking Area Updates
· Reduced paging Load 
· Increased risk of paging failures during Tracking Area Update
Large Tracking Area
· Reduced Tracking Area Update Load
· Increased Paging load 
In EPC (and 5GC), considerable work has been done to reduce the paging signalling load on the MME caused by having large number of cells per TA (list), e.g. only sending the ‘first page’ in the UE’s last known eNB. 
With a satellite system, there are unlikely to be many cells per TA (list) and hence the MME/AMF signalling load from paging is likely to be manageable when compared to that of a terrestrial network.
As a rule of thumb, Tracking Area Update event causes significant amount of signalling, compared to Paging or in the network: approximately one TAU message equals one hundred paging procedure on the network. 
Therefore, in order to minimise the signalling load on the network Tracking Areas need to be designed such to minimise the Update procedure.  
Observation 3: Tracking Area must be dimensioned to minimise the Tracking Area Updates as this is more signalling-intensive than Paging on the network 
 Equipment Capacity
In practical design, the capability of the MMW/AMF has to be taken into consideration; the following section gives example of capacity/load figures of merit



Practical Traffic Area Dimensioning 
Based on a terrestrial traffic model of an urban environment, the following illustrates a typical calculation of a Tracking Area for a satellite coverage
[bookmark: _Ref271873]Table 1 Practical Tracking Area Calculations of a Satellite Coverage
	Parameter
	Target
	Remarks

	Number of Active users 
	2000
	Number of users under an active satellite beam*

	Maximum MT events per hour per user
	2
	

	Maximum number of paging per second per MME/AMF
	20,000
	This very much depends on the capacity of the hardware platform

	Maximum number of paging, per second, per satellite beam
	100
	Based on the capability of paging within a satellite beam 

	Number of users per MME/AMF
	50,000
	

	Number of satellite beams per Tracking Area, based om MME/AMF Capacity
	800
	

	Tracking Area Size based on Satellite Beam Capacity 
	100
	Every satellite beam acting as a basestaion


*The ground coverage of a satellite beam is dependent on the type of satellite and its beam width
Table 1 illustrates that for an example Satellite system, with multiple beams covering area of the ground, the optimal Tracking Area would be around 100 beams per Tracking Area.
Observation 4 In practical Tracking Area design, the performance and capacity is determined by the most limiting of MME/AMF capacity and the radio channel capacity
The above calculations is a typical example of a network coverage however, the calculations are subject to change due to:
· Satellite beam’s capacity to serve users 
· In Dense Urban Areas with low mobility and high user densities smaller Tracking Areas are necessary
· In Rural Areas depending on the radio environment, for sparsely populated areas, lager Tracking Areas would be necessary 
See also following Figure 5.
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[bookmark: _Ref277819]Figure 8 GEO and LEO Satellite beams, equivalent to basestations

Observation 5: A practical Design would consist of 100 beams per Tracking Area 

Traffic Area Planning 
In order to have a seamless mobility between various Tracking Areas and to minimise the Paging Load the following (terrestrial network) guidelines should normally be followed:
· TA borders must be designed to be away from heavy traffic areas as this will lead to signalling storm
· TA borders must not be in poor radio environment as handover and updates would be difficult
· TA borders to be across highways and railway lines and not in parallel 
However, applying these guidelines to rapidly orbiting LEO satellites will be challenging
Ping-Ponging
In conventional networks, a UE performs a TAU when it moves to a new cell not belonging to the current Tracking Area List. The EPC and 5GCore support a Tracking Area List concept that can minimise ping-ponging at TA boundaries. 
However, to use this concept in a Satellite system assumes that the paging channel capacity is sufficient to cope with a TAI List containing 2 or 3 TAs, e.g. a TAI list that covers at least 2 or 3 cells.
A ping-ponging condition arises when the UE moves back and forth between two cells not belonging to the UEs Tracking Area List. 
This ping-ponging condition could also arise in Non-Terrestrial Networks if:
· The cell boundaries covered by the satellite beams are not well defined on the ground
· Cells move due to movement of the satellite
· Beams are not well aligned
· Poor radio environments due to atmospheric conditions 
In addition, the UE ‘appears’ to be moving from one cell to another. In addition to excessive overhead signalling, in extreme case the UE spends much of its time updating its Tracking Area with the network and wasting its battery power. During its transition period between one cell to another the UE will be disconnected from the network and unreachable.  See following Figure 6.
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[bookmark: _Ref278152]Figure 9 Ping-ponging TAU phenomena between satellite beams/cells can be avoided by Core Network allocating a TAI list containing TAC 1 and TAC 2.

Observation 6: Ping-ponging effect on the ground can be minimised by good core network algorithms to allocate an appropriate TAI List to UEs near the edge of cells/TAs
Proposals and Conclusions
The following observations can be drawn:
Observation 1: GEO Satellites provide very large cells, covering 100s of kilometres, and consequently would lead to large Tracking Areas. In this scenario the Tracking Area updates are minimal, however the Paging load could be high
Observation 2: Moving Cells would be difficult to manage in the network as the contact between the Traffic Area Update and the Paging Signalling loads would be too extreme to find a practical compromise, and in our view should be avoided.
Observation 3: Tracking Area must be dimensioned to minimise the Tracking Area Updates as this is more signalling-intensive than Paging on the network 
Observation 4 In practical Tracking Area design, the performance and capacity is determined by the most limiting of MME/AMF capacity and the radio channel capacity
Observation 5: A practical Design would consist of 100 beams per Tracking Area 
Observation 6: Ping-ponging effect on the ground can be minimised by good core network algorithms to allocate an appropriate TAI List to UEs near the edge of cells/TAs



Based on our analysis, we propose the followings: 
1- Moving Cells and Moving Tracking Areas would lead to either extreme Tracking Area Updates OR significant Paging Overhead signalling, and consequently should be avoided
2- For static cells, practical Tracking Areas can be designed to cover dense-urban to rural environments 
3- A Practical design would consist of 100 Satellite beams per Tracking Area
4- Tracking Area design is dependent on the equipment performance and capacity 
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Technical Annex A 
[bookmark: _Ref343577]Satellite Coverage over the Ground
The maximum Coverage Foot print of GEO and LEO satellites 
· Geo at 36,000km can see 217 million Km2 (42.55% of earth surface)
· LEO at 1,000Km can see 35 million Km2 (6.85% of earth surface)
See also following Figure 7
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[bookmark: _Ref343516]Figure 10 Ground Coverage Calculation of a Satellite based on its distance from the Earth
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Wolfram Alpha has some relevant math
Ifram..com/SphericalCap.htm!
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Where the Distance to the Point is Reckoned
From the Surface of the Sphere:

Given the radius (R) of the sphere and the
distance (a) of the eye point from the surface, the
general equation for the potential fraction (£) of
the total surface area of the sphere as viewed or
illuminated from that point is:

S |
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Where: R>0andd >0

As the distance (a) from the surface of the sphere
increases towards infinity, the potentially visible
fraction (£) approaches a limit of 1/2 (0.5) of the
total surface area.
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