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1 Introduction
In [1], SA1 has agreed to support the up to 32 working domains, 5G system shall support the multiple time domains for synchronisation.

In this document, we discuss 4 type of solutions in [3][5] and give some analysis of the feasibility impacts from RAN perspective, which is the basis of feedback to SA2.
2 Discussion
There are 6 solutions to address the multiple time domain synchronisation requirement in [1], which can be classified to 4 types:
1. Solution #11 Options 4: Multiple/different time domains merged into one domain using 5G clock
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Figure 1: different time domains are merged into one time domain
UE only receives 5G timing information through gNB, and acts as master clock to the TSN end stations. The 5G clock at the transport function (TP) of the UPF is acting as TSN GM and provides GM reference to the TSN work domain 1 and 2 on the right side of the figure.The TSN bridges and End stations at the right side of the figure needs to synchronize with 5G GM via UPF and underlying PTP compatible transport network. This solution seems to avoid the multiple time domain issue for 5G system. However it brings a heavy restriction of the TSN synchronisation deployment between all the different working clock domains and the 5G GM clock. For example, it may need the vertical service systems to change their sync hierarchy. Therefore this assumption is not considered feasible and reasonable from point view of SA1 requirement.
Observation 1: It brings a heavy restriction of the TSN synchronisation deployment between all the different working clock domains and the 5G GM clock. The assumption is not considered feasible and reasonable from point view of SA1 requirement.
2. Solution#11 Option 2: Conveying timing to the UE that act as boundary master clocks towards connected TSN device via 5G specific signalling, e.g. via 5G broadcast/5G dedicated RRC.
The 5G RAN receives the TSN timing information for each time domain via underlying transport network by having an embedded TSN client within RAN. 5G RAN convey precise timing to the UE with the time domain index for each TSN working domain via SIB or dedicated RRC signalling. The embedded TSN entity in UE construct the (g)PTP (generalized Precision Time Protocol) message with the received the TSN timing and send it to End station. 
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Figure 2: Conveying multiple timing to the UE via SIB/RRC
For this solution, RAN is aware of the TSN timing, and preferably with broadcast solution to support the multiple timing domain, the overhead would be less, compared with unicast/dedicated RRC signalling based solution.
Observation 2: The timing information with time domain index can be broadcast to UE. The supported number of time domain can be limited to less than 32. The broadcast solution to support the multiple timing domain has less overhead.
3. Solution #17: 5GS gives deterministic delays between UPF and UE and 5GS acts as a link or as a TSN Bridge.
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Figure 3: Conveying external gPTP message to the UE based on 5GS deterministic delays
When 5GS acts as a link, gPTP messages containing clock information are passing through 5GS experiencing deterministic delays. When 5GS acts as a TSN bridge, the residence time in 5GS can be calculated if the deterministic delays between UPF and UE is available then 5GS can make proper correction of the gPTP message with the residence time.
This solution assume that 5GS can guarantee the deterministic delay between UPF and UE as TSN network. This is not clear whether this is feasible based on the implementation of 5GS QoS mechanism, considering that the latency on the air interface between UE and RAN will be impacted by processes such as scheduling and HARQ retransmission.
Observation 3: 5GS is not designed for the deterministic delay between UPF and UE. The assumption of the 5GS experiencing deterministic delays is not feasible.
4. Solution #11 option 3, Solution #28, Solution 19: 5GS pass the external gPTP message through and make proper correction of the gPTP message with the residence time measurement between UEs and UPF based on the 5G internal clock synchronisation.
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Figure 4: Conveying external gPTP message to the UE based with the residence time correction
For solution 11-3 and 28, the synchronization procedure is illustrated as below:

Step 1: UE and UPF is synchronized to the 5G internal clock. 

UE receives the 5G internal clock with signalling of time information (i.e. using SIB/RRC). UPF is also synchronized to this 5G internal clock based on IEEE1588/PTP etc.
Step 2: a session to convey the gPTP message between UE and UPF is to be established for each UE.

Step 3: the transport delay between UEs and UPF can be calculated as the correction of the gPTP message. 
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Figure 5: Delay correction based on the measurement of variable residence time within 5GS transparent clock with the signalling of ingress time t0
5G timestamping t0 is recorded and sent to UE when gPTP event message is arriving at UPF. 5G timestamping t1 is the timing to send gPTP message to TSN Node by UE. The delay (t1-t0) is used as the residence time for the correction of the external gPTP message. 
One advantage of this approach is to avoid maintaining external TSN timing for RAN. It only require 5G internal clock synchronisation. The overhead, as the session between UE and UPF is based on unicast, might be slightly higher especially when the gPTP sync interval is shorter, e.g. 125ms. The overhead optimisation can be further studied.
Observation 4: Solution 11-3 and 28 require 5G internal clock synchronisation and there is no RAN2 impact. The unicast based solution has higher overhead.
For Solution #19, as similar to the above two solutions based on the internal synchronization, the 5GS transparently passes the external gPTP message through and makes proper correction of the gPTP message with the calculated residence time. 
Different from the above two solutions, the transport delay between UEs and UPF is to be calculated based on the 5G timestamping in PDCP header which brings impact on the PDCP header format.
Observation 5: Solution 19 requires 5G internal clock synchronisation and PDCP needs to include the 5G timestamp.

In [2], SA2 request RAN1/RAN2 to provide input regarding feasibility impacts from RAN perspective for the solution alternatives identified above. The following is the feasibility impact from point view of RAN:
	
	Feasibility impacts from RAN perspective

	Solution #11 Option 2
	SIB is extend to indicate multiple timing with time domain index. The broadcast solution has less overhead.

	Solution #11 Option 3
	5G internal clock synchronisation for UE and UPF. A new session is needed for convey gPTP message. There is no RAN2 impact.

	Solution #11 Option 4
	It brings a restriction of the TSN synchronisation deployment between the different working clock domains and the 5G GM clock. All the TSN bridges and End stations needs to synchronize with 5G GM via UPF and underlying PTP compatible transport network. It may need the vertical service systems to change their sync hierarchy. The assumption is not considered feasible and reasonable.

	Solution #17
	5GS to support the deterministic delay is challenging. The assumption of the 5GS experiencing deterministic delays is not feasible.

	Solution #19
	5G internal clock synchronisation for UE and UPF. PDCP needs to include the 5G timestamp.

	Solution #28
	5G internal clock synchronisation for UE and UPF. A new session is needed for convey gPTP message. There is no RAN2 impact.


SA2 request feedback on the scalability on the radio interface for solutions that require transport of gPTP time synchronisation messages using per-UE unicast transport over the air. From perspective of supporting multiple time domains, the transport of gPTP time synchronisation messages is feasible as number of UE-UPF session is not scaled with the number of time domains. The overhead could be higher especially when the gPTP sync interval is shorter. The overhead optimisation can be further studied.
3 Conclusion

The paper discusses the feasibility impacts from RAN perspective, and we propose:
Proposal 1：Solution#11-2, Solution #11 -3, Solution #28 and Solution 19 are feasible from point view of RAN. Solution #11 Options 3 and Solution #28 is preferred as they bring no RAN2 impact.
Proposal 2: Send Response LS [4] to SA2 with RAN impact analysis.
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6.4
Accurate reference timing provisioning
The following two solutions are feasible.

1. 5G RAN conveying timing to the UE that acts as boundary master clocks towards connected TSN device via 5G specific signalling via 5G broadcast/5G unicast RRC.
The 5G RAN receives the TSN timing information for each time domain via underlying transport network by having an embedded TSN client within RAN. 5G RAN convey precise timing to the UE with the time domain Index for each TSN working domain via SIB or dedicated RRC signalling. The embedded TSN entity in UE construct the (g)PTP (generalized Precision Time Protocol) message with the received the TSN timing and send it to End Station. 
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Figure 6.4-x: Conveying multiple timing to the UE via SIB/RRC
This broadcast solution to support the multiple timing domain would cause less overhead. For this solution, RAN is aware of the TSN timing.

2. 5GS pass the external gPTP message through and make proper correction of the gPTP message with the residence time measurement between UEs and UPF, based on the 5G internal clock synchronisation.
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Figure 6.4-y: Delay correction based on the measurement of variable residence time within 5GS transparent clock with the signalling of ingress time t0
For achieving the measurement of the residence time, two basic conditions need to be satisfied:

1. 5GS should be internally synchronization with common concept of time, between different UEs and/or between UE and UPF.

2. Certain mechanism of signalling a PTP message’s ingress or egress timestamps within 5GS to a common place where both ingress and egress timestamp of the PTP message are available for calculating the residence time:
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One advantage is to avoid maintaining external TSN timing for RAN. Further optimizations can be done if the specific set of clock domains associated with a UE can be identified.
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