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1	Introduction
This contribution discusses the actions that IAB nodes may need to perform when there is a link problem e.g. RLF. The contribution proposes to introduce signalling between IAB nodes to indicate whether the IAB node is recovering from a link failure, if the link has been recovered, or if connectivity has been lost.
[bookmark: _Ref178064866]2	Discussion
When data is transmitted via several IAB nodes in network, any type of failure that interrupts the transmission at any hop in the network may result in buffer overflows and packet losses in other (descendent) nodes. This may be even more relevant in nodes which aggregate traffic from several IAB nodes and/or UEs. For example, in Figure 1, a transmission failure between IAB2 and IAB1 could affect several UEs and IAB nodes. Unless the failure is resolved quickly, the affected nodes and UEs may experience drastic performance degradation. One of the most common causes for transmission interruption pointed out by several companies is the radio link failure (RLF).



[bookmark: _Ref527535903]Figure 1: Multi-hop IAB network.

In the example shown in Figure 1, there is an issue in the backhaul link between IAB 1 and IAB2. This failure could be detected by either or both nodes. Temporary halting grants to UEs or IAB nodes by IAB2 (and/or other child nodes), does not solve the problem. If IAB2 suspends grants to IAB4, IAB4 may still be transmitting Scheduling Requests (SRs). After a number of SR transmissions, a random access will be triggered. Also, if configured grants are available, IAB4 may still be transmitting data to IAB2. This could also lead to buffer overflows in IAB2. Similar behaviour applies to IAB4 and its descendant IAB nodes as well as to IAB1. IAB1 should prevent that the donor DU delivers more data to IAB1. 
In the PDCP layer, when a PDCP SDU is received by the transmitter, the discard timer is started. At the receiver side, when a PDCP PDU is received out of order, the t-reordering is started. If data is stuck in intermediate IAB nodes, e.g. in IAB2, there is a risk that these timers expire. Similarly, in the RLC layer, several timers will be running e.g. t-pollRetransmit, t-reassembly, t-prohibitStatus. If IAB2 experienced a link failure, these timers will eventually expire in IAB1 and IAB2.
When these timers in PDCP or RLC expire, the actions typically imply to move the transmitting/receiving window and/or discard data which leads to packet loses. It is then important that, while the IAB2 node is trying to recover from a failure, timers do not start expiring, and that the children IAB nodes do not continuously transmit Scheduling Requests if grants are not issued during a period of time. 
It is desired that the link is recovered before these timers expire; however, this might not always be possible but it would be beneficial, nevertheless, to avoid packet losses. Timers could be configured with larger values but this solution has other impacts e.g. larger memory requirements. Another solution could be to stop these timers during the failure recovery process (note that this contribution does not aim at establishing the actions that an IAB node must do). 
Regardless of the actions that an IAB node would apply, an indication needs to be triggered and transmitted to its children IAB nodes indicating the backhaul link failure. The nodes receiving such indication can then perform the corresponding actions such as the ones outlined in this contribution. However, other actions are also possible.
Once the recovery process has been successfully completed [1], the IAB node that sent the original failure indication could indicate to child IAB nodes to resume the transmissions and continue the timers. Since this indication would be between IAB nodes but no interface is currently specified for this purpose, this indication may need to be carried in one of the IAB node layers: MAC, RLC, or the newly added Adaptation layer. Since Adaptation layer is added for the purpose of providing the new functions required in IAB networks, this layer seems to be the most viable option. 
There may be cases too in which a node cannot recover the link. In this case, the given node could indicate to the child node(s) that the link is not recovered. This could lead to the child node to initiate its own process to find connectivity.
[bookmark: _Toc528872950][bookmark: _Toc1064759]An IAB node should be able to indicate to child/parent nodes: 1) that it has experienced link failure and is trying to recover from it, 2) that the link has recovered, and 3) that the connectivity is lost.
[bookmark: _Toc1064760]Adaptation layer should carry these indications.
[bookmark: _Toc528872951][bookmark: _Toc1064761]IAB nodes receiving such indications may halt or resume some of the L2 processes.
[bookmark: _Toc864575][bookmark: _Toc955053]4	Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	An IAB node should be able to indicate to child/parent nodes: 1) that it has experienced link failure and is trying to recover from it, 2) that the link has recovered, and 3) that the connectivity is lost.
Proposal 2	Adaptation layer should carry these indications.
Proposal 3	IAB nodes receiving such indications may halt or resume some of the L2 processes.
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