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[bookmark: _Toc517365966]Introduction
For a UE served by an IAB system, a service packet from a UE to a donor IAB node or from a donor IAB node to a UE experiences radio transmission in each hop. The latency for data transmission between a UE and a donor IAB node due to radio retransmission may increase proportionally with the number of hops of an IAB route in statistics. This paper discusses the user plane latency management of IAB system.
[bookmark: _Ref178064866][bookmark: _Toc517365967]Discussion
In the following, we first go retrospective to briefly introduce the results of preceding discussions with respect to latency in RAN1 and RAN2. Then we analyse the latency impact for packet transmission in IAB network and discussion possible solutions for latency management.  
In RAN1#92bis, the metrics for IAB performance evaluation were discussed and user plane latency was adopted as a metric for performance evaluation as below [1] but there has been no discussion on transmission delay reduction in IAB network.
Agreements:
· The following performance metrics should be considered in IAB evaluations:
· Area traffic capacity
· Outage for access UEs (details FFS)
· Per-link SNR and Geometry
· Detailed definition of per-link SNR FFS
· Resource utilization (details FFS)
· User plane latency (from the donor to the access UE)
[bookmark: _Toc528591194][bookmark: _Toc528591195]User plane latency was adopted as a metric for IAB performance evaluation but transmission delay reduction in IAB network has not been discussed in RAN1.
In Section 8.6 of [2], latency enhancement for uplink data transmission has been discussed, meanwhile in Section 9.5 of [2], latency requirements are discussed from the perspective of QoS fulfilment, wherein  the CU of an IAB route may evaluate if the latency requirement can be fulfilled and coordinate the latency management. However, transmission delay optimization mechanism has not been discussed yet.
[bookmark: _Toc528591196]Transmission delay reduction in IAB network is not sufficiently studied in RAN2.
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Figure 1: Multi-hop IAB system
Basically, the total transmission time along a route depends on the number of radio transmissions (between intermediate IAB nodes) along the route. Several parameters, such as the traffic load, interference, radio quality and link adaptation parameters may clearly impact the transmission delay. Thus, the total transmission delay for a packet in IAB network may vary significantly. For example, Route 2 in Figure 1 comprises two backhaul links and one access link. The range of the total uplink transmission delay (RLC retransmission is not considered) is between the minimum value and the maximum value as given below:
· Minimum route delay = min{Delayaccess-UL} + min{Delayhop1-UL} + min{Delayhop2_UL} 
· Maximum route delay = max{Delayaccess-UL} + max{Delayhop1-UL} + max{Delayhop2_UL}
The minimum delay per hop/link is achieved when the data is correctly received upon initial HARQ transmission and proper transmission parameters such as the smallest HARQ delay parameter k2 and shortest PUSCH duration are configured. The maximum delay per hop/link is achieved when maximum HARQ retransmissions are reached (and/or bad radio condition), largest k2 value and longest PUSCH transmission duration are configured. The maximum transmission delay of an IAB route can be several times higher than the minimum one.  If the other factor such as SR transmission/retransmission delay, additional latency caused by heavy traffic load, are not considered yet, the maximum route delay can be even larger.
The range of values for DL end-to-end data transmission delay may be slightly less than the values for UL, because PDCCH to PDSCH delay is shorter compared to PDCCH to PUSCH delay and the delay due to SR procedure only exists for UL. For both UL and DL data transmission along a multi-hop IAB path, we observe that: 
[bookmark: _Toc528591197]The transmission latency increases as the number of hops of an IAB path increases.
[bookmark: _Toc528591198][bookmark: _Hlk528873797]The transmission latency in IAB network could vary noticeably.
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For traffic such as voice or video served by an IAB system, the user experience can be impacted if end-to-end latency exceeds delay budget leading to packet discard at the receiver node. 
To overcome this situation in either UL or DL,  
· One option is to assign a delay budget for packet transmission in an IAB network (see [4]). For instance, a timestamp for delay budget can be carried in the adaptation header of the packets. This timestamp can be inspected by the descendent nodes to prioritize the packet forwarding accordingly. Similarly, the packet delay budget can also be used for discarding packets at the intermediate nodes when their timestamp expires. 
· Along with this approach, another option is to apply a certain sub delay budget per hop for low complexity purpose, wherein, the scheduler of an IAB node performs scheduling according to the sub delay budget. For this approach, the donor IAB node can configure the sub delay budget for each hop (including access) in a certain way.
[bookmark: _Toc536616026]Introduce timestamps for delay budget purposes in the adaptation layer.

[bookmark: _Toc516582804][bookmark: _Toc517365968]Conclusion
In section 2 we made the following observations:
Observation 1	User plane latency was adopted as a metric for IAB performance evaluation but transmission delay reduction in IAB network has not been discussed in RAN1.
Observation 2	Transmission delay reduction in IAB network is not sufficiently studied in RAN2.
Observation 3	The transmission latency increases as the number of hops of an IAB path. increases.
Observation 4	The transmission latency in IAB network could vary noticeably.

Based on the discussion in section 2 we propose the following:
Proposal 1	Introduce timestamps for delay budget purposes in the adaptation layer
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