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Introduction
[bookmark: _Toc524946176]During the email discussion [104#39], the prioritization between MAC CEs and high priority data is discussed. In this paper, we discuss this issue in further detail.  
Discussion
The MAC entity considers pre-allocated relative priority among MAC CEs and the logical channels in decreasing order (see 3GPP TS 38.321 section 5.4.3.1), as expressed in Table 1. 
Table 1. Relative Priority between MAC CEs and LCHs
	MAC CE Information
	Relative Priority

	C-RNTI MAC CE or data from UL-CCCH.
	7

	Configured Grant Confirmation MAC CE.
	6

	MAC CE for BSR, with exception of BSR included for padding.
	5

	Single Entry PHR MAC CE or Multiple Entry PHR MAC CE.
	4

	data from any Logical Channel, except data from UL-CCCH.
	3

	MAC CE for Recommended bit rate query.
	2

	MAC CE for BSR included for padding.
	1


Such priority forces the MAC CEs of C-RNTI, CG confirmation, BSR, and PHR to fill the MAC PDU before any data from logical channels. The LCHs’ data can be critical (urgent Industrial IoT traffic) or non-critical.  As mentioned in the email discussion, if the length of the MAC CE, i.e. BSR and PHR is large and assembled first, remaining TB size may not be enough for the critical IIOT packet. The segmentation incurs which may delay the transmission of the data to the next uplink transmission opportunity.

A straightforward way to solve this issue is always to allocate additional resources to include possible MAC CEs. 
[bookmark: _Toc785809][bookmark: _Toc892333][bookmark: _Toc892471][bookmark: _Toc892553][bookmark: _Toc892576][bookmark: _Toc1070016][bookmark: _Toc1071965][bookmark: _Toc1072279]gNB implementation can avoid segmentation of high-priority TSN packets into several MAC PDUs due to MAC CE signalling by e.g. resource over-provisioning.
As noted in the email discussion, this may lead to resource waste considering that the IIOT packet size is small, transmitted on grants with low MCS and the MAC CE size might be relatively large compared to the data.  For instance, the size of MAC CE for BSR can be up to eight Octets. The size of PHR MAC CE varies. It may be 2 Octets but in case the UE is configured with multiple cells (which of course may be questioned in case the data the UE has to transmit is small) the PHR may be up to 15 Octets. Given that the Industrial IoT traffic packet size might not be so large (can be as low as 20 bytes, see TS 22.104, plus headers), hence saving or not the size such MAC CE might impact the transmission of such critical data.
But we also need to check the triggering conditions of each MAC CE under the typical IIoT traffic. According to the above Table 1, there are three types of MAC CE (i.e., configured grant confirmation MAC CE, BSR, PHR) that has a higher priority than UP data. In all these cases, gNB is aware that a MAC CE might be included and thus can always allocate additional resources, or the transmission of this MAC CE is more important than the IIoT traffic itself. 
Since configured grant is configured by gNB explicitly, gNB knows that there will be a configured grant confirmation MAC CE in the upcoming PUSCH transmission. For BSR MAC CE, we need to distinguish between several cases. Periodic BSR/PHRs can be compensated for by the gNB since it knows when they will be transmitted.
Then we have regular BSR. This is triggered when the UE has an empty buffer and in this case it is critical for the gNB to get the BSR (more critical than the data itself) since the gNB must give a large enough grant to empty the UEs buffer. Another case when the regular BSR is triggered is when the UE has data in the buffer but higher priority data arrives. But considering that IIoT traffic is very critical it would have the highest priority a BSR would never be triggered in this case.
On PHR triggered by path loss change, this is of course not known by the gNB beforehand so it may happen that the PHR MAC CE “pushes out” IIoT traffic. However, considering that the PHR was triggered due to that the UE’s radio conditions have changed significantly, it is critical that the gNB gets a PHR in order to do link adaptation and ensure that UL transmissions do not get lost and/or interference is generated towards the rest of the system (which of course would be even worse than that some of the IIoT traffic gets “pushed out” by the PHR MAC CE).
[bookmark: _Toc1070017][bookmark: _Toc1071966][bookmark: _Toc1072280]The MAC CEs can either be compensated for by the gNB, or they are more critical than IIoT traffic.
[bookmark: _Toc1071967][bookmark: _Toc1072281]The LCP defined in rel-15 works well for IIoT traffic. 

One solution that requires specification changes is that gNB reconfigures the priority of some MAC CEs (PHR and BSR) to be lower than those of critical LCGs. This can be done by separating the LCHs into (at least) two groups and assigning different priorities to each group. Then, configuring the targeted MAC CEs priority to be lower than the higher priority LCH group, yet higher than the other group. Such reconfiguration can be in an RRC signaling. One example of such reconfiguration of priority is shown in Table 2.
[bookmark: _Ref281857]Table 2. Reconfigurable Relative Priorities for MAC CEs and LCHs
	MAC Information
	Relative Priority

	[bookmark: _GoBack]C-RNTI MAC CE or data from UL-CCCH.
	8

	Configured Grant Confirmation MAC CE.
	7

	data from flagged Logical Channel
	6

	MAC CE for BSR, with exception of BSR included for padding.
	5

	Single Entry PHR MAC CE or Multiple Entry PHR MAC CE.
	4

	data from any Logical Channel, except data from UL-CCCH.
	3

	MAC CE for Recommended bit rate query.
	2

	MAC CE for BSR included for padding.
	1


Another solution that requires specification changes as mentioned in the email discussion is to introduce an LCP restriction so that the MAC CE is restricted from transmitting on certain grants.  
However, spec impacts of these solutions are not analysed yet. Consider that a gNB implementation with current LCP procedure works well for IIoT traffic, we propose 
[bookmark: _Toc785812][bookmark: _Toc870434][bookmark: _Toc892337][bookmark: _Toc892475][bookmark: _Toc1070021][bookmark: _Toc1070056][bookmark: _Toc1071232][bookmark: _Toc1071263][bookmark: _Toc1072164][bookmark: _Toc1072246][bookmark: _Toc1072423]Further discuss the need for solutions on the issue of segmentation of high-priority TSN packets into several MAC PDUs due to MAC CE signalling.

Conclusion
The following observations have been made:
Observation 1	gNB implementation can avoid segmentation of high-priority TSN packets into several MAC PDUs due to MAC CE signalling by e.g. resource over-provisioning.
Observation 2	The MAC CEs can either be compensated for by the gNB, or they are more critical than IIoT traffic.
Observation 3	The LCP defined in rel-15 works well for IIoT traffic.

[bookmark: _Toc528850436][bookmark: _Toc528850447][bookmark: _Toc528850496][bookmark: _Toc528850518][bookmark: _Toc528853699][bookmark: _Toc785813]Based on the discussion above, we propose the following:
Proposal 1	Further discuss the need for solutions on the issue of segmentation of high-priority TSN packets into several MAC PDUs due to MAC CE signalling.
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