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Introduction
In [1], RAN based positioning (i.e. solution 15 and solution 26) is considered as candidate positioning architecture for Release 16. In the last RAN2 meeting, supporting local LMF issue was discussed and it was agreed to study its RAN2 protocol impacts. Hence, this contribution discusses RAN based positioning architecture from the perspective of RAN2 protocol impact.
Discussion
0. Security issues in Local LMF
Under the new positioning architecture, not only the computation, assistance information delivery, etc can be performed by RAN, the exact location of the UE is also known by RAN. Although previously in MDT, the UE location can also be known to the network by MDT report, there is a privacy setting by the UE that whether the UE agrees to perform MDT measurement for the network. In order to ensure our positioning architecture is well designed from security perspective, we should consult with SA3 on the possible security issues in the new positioning architecture. 
Proposal 1: RAN2 should try to understand the potential security issues in the new positioning architecture with local LMF and confirm with SA3 before making a decision on whether to support LLMF.
Positioning latency analysis
The following RAN based positioning architecture is included by [1] as solution 26 to address the Key Issue#1 "Enhancement to LCS architecture" and Key Issue#3 "support of low latency LCS".


Figure 1 RAN based positioning architecture
In this architecture, the NG-RAN contained LMF capability including the following functionalities:
-	Supports location determination for a UE served by the NG RAN contains Local LMF capability.
-	Obtains downlink location measurements or a location estimate from the UE.
-	Obtains uplink location measurements.
-	Obtains non-UE associated assistance data from the neighbor NG RAN(s).
-	Dynamic coordination of positioning resources of the neighbor NG RAN(s).
-	Communication with LMF, AMF and other 5GC LCS function entities.
This architecture intends to enhance LCS architecture and reduce LCS latency. In the following, we analyze the latency performance of the local LCS architecture with comparison to the Rel-15 positioning architecture. OTDOA is taken as an example in analysis. Note that the processing delay and queuing latency of each message is included the delay of each step. We make the following assumption in this performance analysis.
· UE positioning capacity has been known at positioning server 
· Positioning server has collected PRS configuration from related gNBs.
· The measurement GAP is needed for this OTDOA positioning
· LMF and AMF are deployed in same data center and 5ms latency is assumed for NLs interface transmission and processing.
· 10ms latency is assumed for NG interface transmission and processing by referring to [2]
· 1ms is assumed for Uu interface transmission [3], 1ms is assumed for gNB processing RRC signaling, 10ms is assumed for UE processing RRC signaling (RRC reconfiguration)[4]. 
· Both PRS period and GAP period are 160ms.


Figure 2 the procedure of OTDOA in traditional architecture


Figure 3 The OTDOA procedure in local LCS architecture

Table 1 Comparison of latency between legacy architecture and architecture with local LMF
	Steps of OTDOA procedure
	Legacy architecture Latency
	Local LMF architecture Latency

	1. Location request
	5ms
	10ms

	2. Assistance data delivery
	2-1
	5ms
	
17ms
	
2ms

	
	2-2
	10ms
	
	

	
	2-3
	2ms
	
	

	3. Measurement Gap request
	2ms
	Not needed

	4. Measurement Gap configuration
	11ms
	11ms

	5. RSTD measurement
	160ms
	160ms

	6. RSTD results reporting
	6-1
	2ms
	
17ms
	
2ms

	
	6-2
	10ms
	
	

	
	6-3
	5ms
	
	

	7. OTDOA calculation
	30ms
	30ms

	8. Location response
	5ms
	10ms

	Total latency
	245ms
	221ms


According to the two figures and table above, the local LCA architecture could save some transmission time of assistance data and RSTD results reporting, avoid measurement Gap request time, but this part time is less comparing with the RSTD measurement time. The measurement time depends on the period of PRS and measurement Gap period. Considering the network should ensure UE’s normal traffic first in practice, the period of PRS is not possible to be very small. In a word, although local LCS architecture could reduce the positioning latency, it doesn’t reduce too much.
Observation 1: Local LCS architecture could reduce the positioning latency but reduction ratio of 10% is small.
Proposal 2: RAN2 to study how much latency reduction can be achieved with the local LMF architecture. 
Possible scenarios under the Local LMF architecture
Considering the fact that it is difficult to deploy local LMF in all gNBs because of OPEX, the NG-RAN positioning architecture could be extended as the following figure based on the positioning architecture in R15.


Figure 4 NG-RAN positioning architecture with local LMF
As shown in this figure, there are five possible positioning scenarios in this positioning architecture. 
· Scenario 1 (Black broken line): LMF provides LCS to UE by ng-eNB or gNB without LMC
· Scenario 2 (Green broken line): LMC in serving gNB provides LCS to UE
· Scenario 3 (Purple broken line): LMC in one gNB (non-serving cell gNB) provides LCS to UE served by another gNB
· Scenario 3-1: there is Xn interface between the two gNBs
· Scenario 3-2: there is no Xn interface between the two gNBs and the LPP message needs to be transferred by AMF
· Scenario 4 (Yellow broken line): LMF provides positioning support to UE by gNB with LMC (to support RAT-independent positioning method)
Observation 2: There are five possible positioning scenarios in RAN based positioning architecture.
For scenario 1, it is same to the traditional positioning architecture, and then the current LPP and NRPPa can work. For scenario 2 and 3, LMC is responsible of providing LCS to UE, and only Uu interface is used in scenario 2 but both Uu and Xn interfaces are needed in scenario 3. No matter scenario 2 and scenario 3, the current positioning protocol supports neither of them. For scenario 4, LMF provides LCS to UE although its serving gNB has LMC. This scenario is possible especially for RAT-independent position method (e.g. WIFI, sensors) because those position methods usually need database and putting database to every LMC almost is impossible. Although the current positioning protocol can support this scenario, gNB needs to identify that the positioning message of this UE should be transmitted to LMF but not LMC. Given a wide range of scenarios to consider and thus big spec impact to support all the scenarios, RAN2 should decide which scenarios are supported by RAN based position architecture before making protocol enhancement.
Proposal 3: RAN2 should decide which scenarios are supported in RAN-based positioning architecture before making protocol enhancement.
Issue of handover in local LMF
In traditional positioning architecture, LMF is located at core network and it is not sensitive to serving cell change of UEs. For the positioning architecture of Rel-15 NR, the location service is not interrupted as long as the serving AMF of the UE is not changed. This is manifested by the following location continuity procedure in the TS 23.501.


Figure 5 Positioning service continuity in R15
Here, at step 4, source AMF receives a request to handover the UE to a cell associated with a different target node which may be another AMF for intra-RAN handover or an MME for inter-RAN handover.
However, in RAN based positioning architecture, local LMF is located at one gNB, and then its service area is limited due to the fact that Xn interface does not exist among all gNBs. Therefore, one local LMF may cannot continue to provide service to UEs moving out its serving area. Even if Xn interface does exist between two gNBs, service continuity should be studied when Scenarios 2 is switched to Scenario 3.
Observation 3: In positioning architecture with local LMF, it is possible that one UE moves out the service coverage of local LMF.
In order to maintain the location service continuity to the UE, complex mechanism of LLMF handover needs to be designed. But due to the delay in the handover procedure, the motivation for the LLMF itself may not hold since the delay for handover may increase the latency for positioning. One direct way is to report error and abort all positioning transaction and then LMF/AMF chooses another local LMF for UE when UE moves out the service coverage of previous local LMF. However, this will also bring additional delay to positioning service.
[bookmark: OLE_LINK1][bookmark: _GoBack]Proposal 4: RAN2 should study LMC handover mechanism to avoid the interruption of positioning service. 
Conclusion
In this contribution, we considered RAN based positioning architecture, and we get the following observation and proposals:
Observation 1: Local LCS architecture could reduce the positioning latency but reduction ratio of 10% is small.
Observation 2: There are five possible positioning scenarios in RAN based positioning architecture.
Observation 3: In positioning architecture with local LMF, it is possible that one UE moves out the service coverage of local LMF.
Proposal 1: RAN2 should try to understand the potential security issues in the new positioning architecture with local LMF and confirm with SA3 before making a decision on whether to support LLMF.
Proposal 2: RAN2 to study how much latency reduction can be achieved with the local LMF architecture. 
Proposal 3: RAN2 should decide which scenarios are supported in RAN-based positioning architecture before making protocol enhancement.
Proposal 4: RAN2 should study LMC handover mechanism to avoid the interruption of positioning service 
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