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Introduction
[bookmark: OLE_LINK33][bookmark: OLE_LINK34]Radio link failure handling for IAB backhaul links was discussed in RAN2#104[1]. Attached is a text proposal for inclusion in the TR.
R2-1817699	Route Adaptation Upon Backhaul Failure	Intel Corporation	discussion	Rel-15	FS_NR_IAB
DISCUSSION
- 	AT&T think RAN1 has already decided this. 
- 	QC think that we need to propagate the RLF/broken link information up- and Downstream. 
- 	Nokia think that sequence approach is maybe not needed. 
- 	KDDI wonders what is advance preparation, does it include measurement? Preparation of DC nodes etc. Intel confirms. 
- 	LG think that the single conn case need first to be addressed. 
- 	AT&T think R1 is enhancing RLF. 
- 	Intel think we can conclude something, e.g. describe the problem. Nokia agrees, and think we haven’t captured anything. 
- 	QC think that R3 has captured everything on RLF and RLF recovery.
- 	Huawei and Nokia think this is complementary.  
R2-1818746	Route Adaptation Upon Backhaul Failure	Intel Corporation	discussion	Rel-15	FS_NR_IAB
-	Ericsson wonders how hierarchical recovery would work, and what is the “upstream” 
- 	Nokia think we should remove “for some cases” and “in some cases” words. 
Remove bullets 2 and 4
R2-1818765	Route Adaptation Upon Backhaul Failure	Intel Corporation	discussion	Rel-15	FS_NR_IAB
Agreed
Radio link failure handling for IAB backhaul links was also discussed in RAN1#95[2], there are some agreements were achieved:
Agreements:
Enhancements to Beam Failure Recovery and Radio Link Failure procedures are beneficial and should be supported for NR IAB, including:
· Enhancements to support interaction between Beam Recovery Procedure and RLF particularly beam failure recovery success indication and RLF 
· Enhancements to existing beam management procedures for faster beam reporting/switching/coordination/recovery between active and backup/candidate beams
· Details of the signalling and procedures are to be further considered in the WI stage and may rely on solutions developed in other WIs (i.e. Rel-16 MIMO enhancements for BFR/RLF procedures)
Solutions to avoid RLF at a child IAB node due to parent backhaul link failure should be supported
Details of the signalling and procedures are to be further considered in the WI stage.
Observation
1. [bookmark: OLE_LINK51][bookmark: OLE_LINK52]There are three Backhaul-link-failure recovery scenarios discussed at RAN2 #104[3]
Each scenario is depicted with an illustrative figure (Figures 1 to 3) aiming at establishing a route between IAB-donor and IAB-node D after BH-link failure, where: 
· [bookmark: OLE_LINK1]Nodes A1 and A2 are IAB-donor nodes; nodes B to H are IAB nodes;
· [bookmark: OLE_LINK2][bookmark: OLE_LINK3]The blue dashed line represents the established connection between two nodes;
· The red arrow represents the established route after BH-link failure, and the red dashed line represents the new established connection.


Figure 1: Example of backhaul-link failure scenario 1
Scenario 1
[bookmark: OLE_LINK11][bookmark: OLE_LINK12]In this scenario (depicted in Figure 1), the backhaul-link failure occurs between on upstream IAB-node (e.g., IAB-node C) and one of its parent IAB-nodes (e.g. IAB-node B), where the upstream IAB-node (IAB-node C) has an additional link established to another parent node (IAB-node E). 


Figure 2: Example backhaul-link failure scenario 2
Scenario 2
In this scenario (depicted in Figure 2), the backhaul-link failure occurs between an upstream IAB-node (e.g. IAB-node C) and all its parent IAB-nodes (e.g. IAB-nodes B and E). The upstream IAB-node (IAB-node C) has to reconnect to a new parent node (e.g. IAB-node F), and the connection between IAB-node F and IAB-node C is newly established). 



[bookmark: OLE_LINK15]Figure 3: Example backhaul-link failure scenario 3
Scenario 3
In this scenario (depicted in Figure 3), the backhaul-link failure occurs between IAB-node C and IAB-node D. IAB-node D has to reconnect to the new IAB-donor (e.g. IAB-donor A2) via a new route. 
Backhaul-link failure scenario
1. [bookmark: OLE_LINK47][bookmark: OLE_LINK48]We propose another scenario, in this scenario (depicted in Figure 4), both the backhaul-link between IAB-node M and IAB-node A and the backhaul-link between IAB-node A and IAB-node B. In this scenario, the IAB-node A’s parent IAB-node M keeps connecting to the IAB-donor S. So the IAB-node B can reconnect to IAB-node M. This scenario is caused by the IAB-node A’s power off or the IAB-node A is out of the coverage of its parent IAB-node M and its descendant IAB-node B.


[bookmark: OLE_LINK16][bookmark: OLE_LINK17]Figure 4: Example two backhaul-link failure 
In the next, we give some example to show the procedures for the IAB-node B to reconnect to IAB-node M. 
The IAB-node A should broadcast a message to IAB-node B, the message includes some information such as: the route recovery type, the address of the IAB-node A, the address of the IAB-node M. 
When the broadcast messages is received by the IAB-node B, the IAB-node B first check its route table in order to determine whether there is a route to IAB-node M or not. If there is no route to IAB-node M in the route table of IAB-node B, then the IAB-node B broadcast another information to its neighbour node in order to find a new path to IAB-node M.
If the route request information was received by the IAB-node M, the IAB-node M reply information to IAB-node B. Then the new path between IAB-node B and IAB-node M is established by IAB-node B.


[bookmark: OLE_LINK19][bookmark: OLE_LINK20]Figure 5: Example two backhaul-link failure


[bookmark: OLE_LINK21][bookmark: OLE_LINK22]Figure 6: Example two backhaul-link failure



Figure 7: Example two backhaul-link failure


Figure 8: Example two backhaul-link failure
· Nodes G are IAB-donor nodes; nodes S,M,A,C,E,B,D,F are IAB nodes;
· The blue line represents the established connection between two nodes ,and the blue dashed line represents the broadcast message for route request and route reply ;
· The red dashed line represents the established route after BH-link failure, and the green line represents the new established connection.
2. [bookmark: OLE_LINK49][bookmark: OLE_LINK50]There should be a routing table to determine the uplink and downlink path at each IAB node when there is one than one path available.With the using of routing table, one IAB node can determine whether sending data packets to another IAB node or dropping the data packets.
Proposal 1: We proposed another scenario, in this scenario (depicted in Figure 4), both the backhaul-link between IAB-node M and IAB-node A and the backhaul-link between IAB-node A and IAB-node B.

Proposal 2: There should be a routing table to determine the uplink and downlink path at each IAB node when there is one than one path available.
Summary
In this contribution, we give our discussions on the views about route link failure in IAB and put forward the following observations and proposals: 
Observation 1: There are three Backhaul-link-failure recovery scenarios discussed at RAN2 #104.
[bookmark: OLE_LINK4][bookmark: OLE_LINK5]Proposal 1: We proposed another scenario, in this scenario (depicted in Figure 4), both the backhaul-link between IAB-node M and IAB-node A and the backhaul-link between IAB-node A and IAB-node B.
Proposal 2: There should be a routing table to determine the uplink and downlink path at each IAB node when there is one than one path available.
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