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Introduction
The IAB SI [1] completed in December 2018 with several architecture and protocol related decisions for the WI phase. As part of these decisions, it was agreed that a new Adaptation layer above the RLC layer at the IAB node will be responsible for routing packets across the multi-hop IAB network from the donor DU to the serving IAB node for a UE bearer. Some discussion related to the routing framework and route selection in case of redundant routes is provided in a companion document [2]. In this paper we discuss the need and nature of control plane signaling over the F1*C interface from the CU-CP to the IAB node to support and enable Adaptation layer-based routing in an IAB network.
Control Plane Signaling to Support Routing
In a traditional legacy IP network, the routing algorithm operates at a local level to determine the next forwarding hop address for a given destination address. The forwarding table is built with path propagation amongst neighboring routers. So, it is a distributed system of developing the forwarding information base (FIB). In more recent SDN-based network, the router is simplified to provide only the forwarding function based on a FIB that is provided to it by a centralized SDN controller via the south-bound interface. 
In an IAB network, there needs to be some discussion about whether a distributed routing or centralized routing approach is more suitable. On one hand, the distributed routing approach has some advantages for IAB because IAB nodes are directly experiencing changes in radio conditions or congestion conditions, and so are in the best position to make quick route change/selection decisions. In many normal situations when there is a redundant route available, the IAB node may be able to make a quick route selection decision based on local operating conditions, without needing to wait for signaling to arrive from an external over multiple wireless hops. It is efficient and quick to make local routing decisions. 
Observation 1: Under normal operating conditions, it is faster and more efficient to enable IAB nodes to make local routing decisions. 
On the other hand, since IAB networks may have multiple donor DUs per CU and even multiple CUs, a local IAB node may not always have full visibility of the broader network topology to make the best route selection. Furthermore, a local IAB node may also not have full visibility of network conditions (e.g. congestion, link qualities, failures, etc.) on parts of the IAB network that are not immediately local to itself. Also, when dealing with a failed link, an IAB node may not be able to derive an alternate route without help from a higher-level node (e.g. donor). Due to several such reasons, it is imperative that IAB nodes should be able to receive route updates.
Observation 2: Since IAB nodes may not have full visibility of network topology and network conditions, they may not always be able to make the best routing decisions.
Proposal 1: IAB nodes must be designed to receive routing information from an external node (e.g. donor).
It was discussed briefly during the IAB SI phase, and documented in the IAB SI TR [1], that the IAB node can be provided routing information by the CU-CP via F1-AP or RRC signaling. This seems to be the most reasonable way to provide routing information to the IAB node. The CU-CP has the most up to date information about all IAB links under it based on RRM measurement information and RLF information provided to it by the IAB nodes. The CU-CP is also in a good position to communicate with other CU-CPs via Xn interface if there is a need to exchange information across CUs for routes that go across CU boundaries. Hence, we propose to agree that IAB nodes should be provided with routing information by its serving CU-CP. 
Proposal 2: An IAB node should be provided with routing information by its serving CU-CP.
The routing information can be delivered by via F1-AP or RRC from the CU-CP to the IAB node in the form of a Route Update message. In turn the IAB node can confirm the receipt of this message. There could possible also be a failure case, where the IAB node could reject the Route Update message. This could happen for example, in a situation where there has been some recently developed condition at the IAB node (e.g. overload, congestion, link quality, etc.) that the CU-CP may not yet be aware of. This could happen due to the lag between such a condition happening at the IAB node, versus notification of such a condition reaching the routing function residing at the CU-CP. In such a failure case, the IAB node may send a Reject message back to the CU-CP indicating that it would prefer to keep the existing route. After receiving the Reject message, the CU-CP could again attempt to send the Route Update message to the IAB node (if by that time the CU-CP may have received notification of the newly developed conditions at the IAB node). The above described message sequence for the success and failure cases are shown in Figure 1 below.
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Figure 1: Route update from CU-CP to IAB node
Proposal 3: The CU-CP should provide routing information to the IAB node in the form of a Route Update message.
The Route Update message should contain all the relevant information necessary for the IAB node to update its forwarding table. The Route Update message may include entries for each UE bearer ID. Each such entry may include the following information:
· UE bearer ID
· Destination IAB node address
· Route ID
· Next hop IAB node address
· Egress LCID and/or RLC channel 
· 5QI
· Cost metric
Proposal 4: RAN2 should discuss details of the Route Update message from the CU-CP to IAB node.
It is conceivable that the IAB node may also need to send a route update to the CU-CP, for example in case the IAB node makes a local decision in response to a drastic condition, such a sudden link failure. In such cases, a corresponding Route Update message should also be specified to enable the IAB node to provide information about such a routing decision to the CU-CP.
Proposal 5: The IAB node should also be able to send a Route Update message to the CU-CP to inform the CU-CP about any local forwarding decisions it may have made in response to a rapidly developing situation.
Note that route updates are also related to topology changes. For example, when there is a handover or SCG change, the mobility procedure will need to trigger corresponding route updates to affected nodes. While the mobility procedure is still in progress, packets may continue to be delivered over the old route. Such packets may have to be recovered for AM DRBs via PDCP recovery for example, in case of reconfigurationWithSync without key change procedure. On the uplink, the DU could buffer PDUs until the MT has completed the mobility procedure and established connectivity to the parent to minimize the need for PDCP recovery.
Proposal 6: RAN2 should consider adding a route update procedure to mobility procedures that cause IAB topology changes.
Conclusion
In this contribution we discussed routing in an IAB network, the need for IAB nodes to make local routing decisions as well as the need for routing information to be delivered to IAB node from the donor node. The following observations and conclusions offered for consideration:
Observation 1: Under normal operating conditions, it is faster and more efficient to enable IAB nodes to make local routing decisions. 
Observation 2: Since IAB nodes may not have full visibility of network topology and network conditions, they may not always be able to make the best routing decisions.

Proposal 1: IAB nodes must be designed to receive routing information from an external node (e.g. donor).
Proposal 2: An IAB node should be provided with routing information by its serving CU-CP.
Proposal 3: The CU-CP should provide routing information to the IAB node in the form of a Route Update message.
Proposal 4: RAN2 should discuss details of the Route Update message from the CU-CP to IAB node.
Proposal 5: The IAB node should also be able to send a Route Update message to the CU-CP to inform the CU-CP about any local forwarding decisions it may have made in response to a rapidly developing situation.
Proposal 6: RAN2 should consider adding a route update procedure to mobility procedures that cause IAB topology changes.
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