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1	Introduction
Compression of the UE capabilities signalling is one of the aspects being studied in the FS_RACS_RAN study item ‎[1]. Several contributions have presented different views on this topic.
In this contribution, we address the following items:
· What compression ratio would, in the worst case, need to be achieved in order to send the largest possible UE radio capability message in a single PDCP packet.
· Which types of compression methods that are available for loss-less compression and if it likely that they will be usable in the current context.
· Complexity and memory aspects related to compression.
· Using compression in combination other solutions.
· Relationship between compression and ciphering.
[bookmark: _Ref178064866]2	Discussion
2.1	UE radio capability message size, PDCP size limitations and requirements on compression ratio
The maximum possible size of the UE radio capability messages has been discussed in several previous Tdocs, ‎[3], ‎[4]. It has been described that the size of the message can be up to several MB large, even up to about 10 Mb.
In ‎[2], it is described that the PDCP size limitations are:
E-UTRAN: 8188 bytes
NR: 9000 bytes
Thus, if compression is to be used and if it is required to compress the message to fit within a single PDCP packet, then the compression ratio would need to be in the order of at least 100:1 (99% compression), with 1000:1 (99.9% compression) for the estimated worst-case scenario.
[bookmark: _Toc1082333]A compression ratio of about 100:1 (99% compression), with up to 1000:1 (99.9% compression), would be needed to transmit the largest possible UE capability message in a single PDCP packet.
2.2	General description of methods for loss-less compression and applicability to UE radio capability signalling
In general, loss-less compression methods utilize three types of dictionaries (other terminologies may also be used):
Transmitted dictionary
Static dictionary
Dynamic dictionary
In this section, we review these methods.
2.2.1	Transmitted dictionary
Many generic-purpose compression algorithms (e.g. zip, gzip, etc.) derive a dictionary from the data being compressed. To be general-purpose, this dictionary needs to be transmitted from the sender (compressor) to the receiver (decompressor) together with the data, as shown in the figure below. The transmitted dictionary is then used by the decompressor.
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Figure 1. Loss-less compression with transmission of dictionary and transmitted data
Since both the dictionary and the compressed data need to be transmitted, the size of these objects becomes a compromise:
A larger dictionary should allow for better compression of the data. However, this also means that a larger dictionary needs to be transmitted.
A smaller dictionary reduces the size of the dictionary that needs to be transmitted but this typically also means that the data is not compressed as much.
[bookmark: _Toc1082334]For general-purpose compression, a dictionary is transmitted together with the compressed data. Both the size of the dictionary and the size of the compressed data need to be considered when choosing compression algorithm.
Experiences show that compression methods utilizing methods with a transmitted dictionary commonly achieve about 2:1 to 3:1 (50%~67%) compression. However, the compression also depends on redundancies found in the input data, which means that the compression can vary a lot from case to case. In good cases, about 10:1 (90%) compression may be achievable.
[bookmark: _Toc1082335]The compression efficiency depends on the redundancies found in the input data, which means that the performance may vary a lot from case to case.
2.2.2	Static dictionary
A common way to avoid transmitting the dictionary is to use a static dictionary, which is pre-defined and known to both the sender and the receiver.
[image: ]
Figure 2. Loss-less compression with static dictionary
This means that only the compressed data needs to be transmitted. This reduces the overall size of the transmitted information.
The content of the static dictionary is typically selected to be optimized for the input data that is supposed to be compressed.
[bookmark: _Toc1082336]A static dictionary can be used to reduce the amount of data that needs to be transmitted.
With a carefully selected static dictionary, that is optimized for the input data, it should be possible to achieve quite good compression. However, it is not clear whether 100:1 (99% compression) is achievable.
[bookmark: _Toc1082337]An optimized static dictionary could achieve quite good compression, but it is unclear if 100:1 (99% compression) can be achieved.
A drawback with using an optimized static dictionary is that it is not general-purpose and is only optimized for the types of input data that was considered when the dictionary was designed. Therefore, if the input data is different from the optimized static dictionary then poor compression should be expected. Also, if new UE radio capability features are introduced in the future, then the dictionary will need to be updated to be optimized also for the new capabilities. It is therefore foreseen that there will be a need to indicate which version of the static dictionary that is supported by the network and which version that was used by the UE when compressing the UE capability message.
[bookmark: _Toc1082338]An optimized static dictionary is only optimized for the data that was considered when the dictionary was created.
[bookmark: _Toc1082339]When new UE radio capabilities are introduced, the static dictionary will need to be updated in order to remain optimized. The version of the static dictionary will need to be signalled.
2.2.3	Dynamic dictionary
A common way to avoid the drawbacks with the static dictionary is to utilize a dynamic dictionary that is updated based on the data being compressed on both the sender side and the receiver side, as shown in the figure below.
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Figure 3. Loss-less compression with dynamic dictionary
A common property of compression methods utilizing a dynamic dictionary is that the compression efficiency is improved for each message being transmitted. An example of this is shown in the figure below. This is because the updating of the dynamic dictionaries in the sender and receiver are only updated after one or more messages have been transmitted.
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Figure 4. Schematic example of compression with dynamic dictionary
For the first transmission, the compression gain comes from the static dictionary. For subsequent transmissions, the gain from the dynamic dictionary increases with the number of iterations.
Since the dynamic dictionary is updated based on the data that is being compressed, this means that different UEs will have different dynamic dictionaries. Each UE will need to store its own dictionary. However, on the network side, all different dynamic dictionaries, one per UE, would need to be stored. This increases the memory requirements significantly.
For signalling of the UE radio capabilities, it is foreseen that this will happen relatively in frequently. It is also foreseen that the UE radio capabilities, when transmitted, will be sent in one or a few messages. It is therefore questionable how much gain that can be achieved from using a dynamic dictionary in this purpose.
[bookmark: _Toc1082340]The compression efficiency when using dynamic dictionary is typically poor for the first transmission but the compression efficiency then increases with the number of transmitted messages.
[bookmark: _Toc1082341]Dynamic dictionaries are unique for each UE. The UE would need to store its own dynamic dictionary, but the network would need to store one dynamic dictionary for each UE.
[bookmark: _Toc1082342]For the signalling of UE radio capabilities, it is questionable if a    dynamic dictionary will give much gains.
2.2.4	Combining different dictionaries
Compression algorithms may, of course, use several or all of the above described types of dictionaries, as shown in the figure below.
[image: ]
Figure 5. Loss-less compression combining all three types of dictionaries
One example of a compression method that uses several types of dictionaries is SigComp ‎[5] that used in 3GPP for compressing SIP messages ‎[6].
Combining all types of dictionaries should offer best possible compression efficiency. However, it is still unclear if it is possible to achieve 100:1 (99% compression), especially considering that the use of dynamic dictionary will probably not give much gains for signalling of the UE radio capabilities.
[bookmark: _Toc1082343]It is unclear if sufficient compression is achievable to enable sending    UE radio capability messages in a single PDCP message.
2.2.5	Complexity aspects
Any compression algorithm requires processing, storage of executables and storage of the dictionaries. This will increase the processing load and memory requirements for nodes performing compression and/or decompression.
It is usually the sender that experience the largest complexity increase. This is because the compressor needs to perform a search within the dictionary to find the appropriate code word that matches the piece of data that is currently being compressed. Searching implies complexity and the complexity often increases with the size of the dictionary.
The complexity increase on the receiver side is typically quite modest since the decompressor usually only needs to perform a look-up in the dictionary.
For compression in the UL this means that it is the UE that will experience the largest complexity increase.
The increased storage requirements apply to both sender and receiver since dictionaries need to be stored in both the sender and receiver.
[bookmark: _Toc1082344]Compression requires processing. Typically, the processing on the sender side (in this case the UE) is significantly larger than on the receiver side (i.e. RAN).
[bookmark: _Toc1082345]Compression also requires storage. A larger dictionary may offer better compression but also requires larger storage.
2.3	Combining compression and segmentation
As described above, it is unclear whether any compression method can achieve sufficient compression to be able to squeeze large UE radio capability messages into a single PDCP packet. To find a compression method that fulfils the requirements of 100:1 or even up to 1000:1 will likely require further studies.
If segmentation is introduced, then the requirements on the compression method actually changed. Without segmentation, it is the maximum UE radio capability message size that sets the limit of what needs to be achieved. However, it should be realized that such large messages should be quite unlikely to be used in real life. Thus, these extreme message sizes do not contribute much to the total overhead.
If segmentation is introduced for handling very large messages, it is possible to shift focus in this discussion from handling the extremely large but rarely occurring messages to instead discuss how to handle the frequently occurring normal message sizes. Shifting focus in this discussion would be beneficial because it is the commonly used messages that will create the largest overhead. Handling these messages in a good way would give more “bang for the buck” than handling the corner cases.
[bookmark: _Toc1082346]Although it is important to handle very large UE radio capability messages, it can be expected that these messages occur quite rarely and therefore contribute quite little to the overall overhead.
[bookmark: _Toc1082347]It is the commonly used message sizes that contribute the most to the overhead. Reducing the overhead for the normal message sizes is probably more important than reducing the overhead for the corner cases.
[bookmark: _Toc1082348]If segmentation is introduced, then it is possible to shift focus in the discussion to find solutions for the normally used message sizes instead of focusing on the extremely large messages which probably are corner cases.
Another benefit with introducing segmentation is that it becomes easier to find a compression method that is good enough for our purpose. For the extremely large messages, it is acceptable if the message can be transmitted using a couple of PDCP packets, as long as it is still possible to send the message.
[bookmark: _Toc1082349]If segmentation is introduced, it should become easier to find a good-enough compression method since without segmentation, it is the maximum UE radio capability message size that sets the limit of what needs to be achieved.
2.4	Relationship between compression and ciphering
In ‎[7] there is a request to explain why compression needs to be done before ciphering is applied.
All compression techniques rely on utilizing existing structures (a.k.a. redundancies) within the data. In general, one can say that compression searching for such structures within the data and then replace them code words that consume fewer bits than the original structure. The structures are:
· either known prior to the compression phase,
· or are found during the compression phase.
When no such structures are found, for example if the data would be completely random, then it is not possible to compress the data. In most cases, trying to compress random data will actually result in expansion rather than compression.
Ciphering, if used, applies a random key to the data which makes the data appear random for a subsequent function. Thus, if ciphering would be applied before compression, the compression function would not find any structures that can be compressed.
Therefore, if both compression and ciphering is used, then compression must be performed before ciphering is applied on the sender side. On the receiver side, deciphering would need to be done before decompression is applied.
[bookmark: _Toc1082350]Ciphering converts structured data into random data, which is impossible to compress.
2.5	Summary
Given the largest possible size of the UE radio capability messages, it is quite unclear if the use of compression will be sufficient to reduce the size of the message sufficiently to allow for transmitting it in a single PDCP message. Therefore, the use of compression does not remove the need for other mechanisms like segmentation and ID that are also being discussed in this study item.
[bookmark: _Toc1057585]Regardless of whether compression is introduced or not, segmentation should be introduced. 
There are several implementation aspects related to the use of compression, in particular processing and memory requirements. Therefore, even if compression would be standardized, it should not be a mandatory feature for either UE or network.
[bookmark: _Toc777437][bookmark: _Toc1057586]Compression, if standardized, should not be a mandatory feature.
As shown above, there are several open issues related to compression.
[bookmark: _Toc777438][bookmark: _Toc1057587]Compression methods require more studies.
[bookmark: _Toc1057588]If both compression and ciphering is used, then compression needs to be performed before the ciphering.
Conclusion
In the previous sections we made the following observations: 
Observation 1	A compression ratio of about 100:1 (99% compression), with up to 1000:1 (99.9% compression), would be needed to transmit the largest possible UE capability message in a single PDCP packet.
Observation 2	For general-purpose compression, a dictionary is transmitted together with the compressed data. Both the size of the dictionary and the size of the compressed data need to be considered when choosing compression algorithm.
Observation 3	The compression efficiency depends on the redundancies found in the input data, which means that the performance may vary a lot from case to case.
Observation 4	A static dictionary can be used to reduce the amount of data that needs to be transmitted.
Observation 5	An optimized static dictionary could achieve quite good compression, but it is unclear if 100:1 (99% compression) can be achieved.
Observation 6	An optimized static dictionary is only optimized for the data that was considered when the dictionary was created.
Observation 7	When new UE radio capabilities are introduced, the static dictionary will need to be updated in order to remain optimized. The version of the static dictionary will need to be signalled.
Observation 8	The compression efficiency when using dynamic dictionary is typically poor for the first transmission but the compression efficiency then increases with the number of transmitted messages.
Observation 9	Dynamic dictionaries are unique for each UE. The UE would need to store its own dynamic dictionary, but the network would need to store one dynamic dictionary for each UE.
Observation 10	For the signalling of UE radio capabilities, it is questionable if a    dynamic dictionary will give much gains.
Observation 11	It is unclear if sufficient compression is achievable to enable sending    UE radio capability messages in a single PDCP message.
Observation 12	Compression requires processing. Typically, the processing on the sender side (in this case the UE) is significantly larger than on the receiver side (i.e. RAN).
Observation 13	Compression also requires storage. A larger dictionary may offer better compression but also requires larger storage.
Observation 14	Although it is important to handle very large UE radio capability messages, it can be expected that these messages occur quite rarely and therefore contribute quite little to the overall overhead.
Observation 15	It is the commonly used message sizes that contribute the most to the overhead. Reducing the overhead for the normal message sizes is probably more important than reducing the overhead for the corner cases.
Observation 16	If segmentation is introduced, then it is possible to shift focus in the discussion to find solutions for the normally used message sizes instead of focusing on the extremely large messages which probably are corner cases.
Observation 17	If segmentation is introduced, it should become easier to find a good-enough compression method since without segmentation, it is the maximum UE radio capability message size that sets the limit of what needs to be achieved.
Observation 18	Ciphering converts structured data into random data, which is impossible to compress.
Based on the discussion in the previous sections we propose the following:
Proposal 1	Regardless of whether compression is introduced or not, segmentation should be introduced.
Proposal 2	Compression, if standardized, should not be a mandatory feature.
Proposal 3	Compression methods require more studies.
Proposal 4	If both compression and ciphering is used, then compression needs to be performed before the ciphering.
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