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1	Introduction
In the summary of [104#36][NR/IIOT]TSN Traffic Patterns several issues related to QoS and scheduling impact were raised. In this contribution, we elaborate further on the topic and propose a Text Proposal for TR 38.825. 

2	On the value of SPS for TSN flows
In this section, some of the potential benefits of using SPS/CG types of allocations for TSN flows compared to using DCI-based dynamic scheduling are described. Even with known traffic patterns, a DCI is still needed to indicate the radio resources used for the PDSCH/PUSCH allocation and this generates a reliability dependence between the two transmissions. Simple reliability theory can help to provide an idea of this dependency. Figure 1 shows the total outage probability (average failure rate) for a DCI + a data transmission as a function of the control (e.g. DCI) average failure rate. We fix the data transmissions outage probability to 10^-6 and observe that the outage probability for the control message needs to be significantly smaller (1-2 orders of magnitude) than the data transmission outage probability in order for the total outage probability to reach the target (same as the data) 10^-6.
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Figure 1. Total outage probability with a control message to trigger a data message
Observation 1: PDCCH reliability needs to be 1-2 orders of magnitude larger than the data reliability target.

Secondly, we evaluate the overhead of PDCCH with DCI transmissions as a function of the chosen aggregation level. Figure 2 shows the DCI overhead per data transmission depending on the chosen aggregation level. Here we assume that a 20MHz bandwidth is used with 4 OFDM symbol mini-slots and 30kHz SCS. The MCS for the data transmission is chosen to be QPSK1/3 and the packet size is 64B. We use 6 REG per CCE and CCE - Aggregation level mapping from Table 7.3.2.1-1 from [6].
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Figure 2. Example of DCI overhead per data transmission depending on the chosen aggregation level for the DCI
We observe that already with aggregation level 4 the overhead is 38% and with aggregation level 8 it increases to 75% and for aggregation level 16 it is 150%. Further, we consider the possible resource trade-off between PDCCH and PDSCH. Figure 3 shows the maximum number of data transmissions as a function of the number of DCI and aggregation level chosen for the DCIs. We observe that when aggregation level 16 is needed (as indicated in [7]), we can support 1 or 2 DCI allocations with maximum of 1 and 2 data transmissions accordingly. Alternatively, if 3 DCI allocations is needed, there is only resources left for 1 data transmission, with aggregation level 8 as the maximum. 
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Figure 3. Example of possible DCI and data allocations in the same mini-slot (20MHz, 4 symbol, 30 kHz SCS) depending on the chosen aggregation level for the DCIs
Observation 2: The overhead of DCI can become very large, when dynamic scheduling is used to allocate all the TSN flow data transmissions.
Observation 3: For large aggregation levels (>8) PDCCH starvation can be an issue. 
Observation 4: Use of SPS and CG is of highest priority in order to ensure sufficient system capacity and reliability for TSN flows and other simultaneous dynamically scheduled traffic (eMBB, URLLC). 


3	SPS resolution for TSN flows
In order to leverage SPS for TSN periodic flows, the current lower limit of 10 ms configured periodicity needs to be lowered close to ms or sub-ms domain (e.g. slot resolution or lower). TSN support in R16 includes sub-ms flows with down to 0.5ms periodicity, e.g. TS22.104. In this section, it is analysed what is the benefit of using a shorter (sub-slot) resolution in terms of reduced SPS overhead. SPS overhead will be defined on PDSCH compared to the best-case scenario where a single dynamic allocation is conducted for each message of the TSN flow. E.g. for periodic flows, the SPS data channel overhead can be estimated to
,
Where  is the Cycle Time or periodicity of the application/system and  is the allocated effective SPS period for the n’th SPS allocation for the user. E.g. multiple SPS flows can be allocated with different time offsets in case the resolution or granularity of the SPS is large compared to the application cycle time. 
In the downlink, the overhead of SPS allocations is less critical as the network can decide instantaneously to re-use the reserved allocation of the SPS stream for another user (or another dynamic allocation to same user). The main issue of such overhead is therefore on UE side where it is attractive to reduce the amount of SPS instances that are not leveraged by the network (e.g. power consumption, etc.). In multiplexing many users with a lot of SPS allocation overhead, it may also be more complicated to keep track that SPS instances for different users on overlapping resources would not be needed simultaneously.
In the end, the overhead needs to be defined at a certain jitter criterion. If there is no delay requirement for the TSN flows, it suffices to make a very large SPS allocation once in a while and bundle many messages within such a transmission and then re-order packets afterwards on the egress (e.g. via hold and forward buffer in the UE). However, in general it is desirable to reduce the latency in the 5G system and meet the properties of realtime systems (e.g. non-isochronous and isochronous operations as specified for TSN in IEEE 802.1 xx and 802.1Qch). There are no jitter requirements specified for the NR Uu interface in Release 16, as de-jittering can be done in a hold-and-forward buffer on the downlink egress point in the UE (and vice versa in the UPF for uplink). However, with a desire to reduce delay and ensure that incoming cyclic messages are delivered in right cyclic order on the output, it can be derived that a total jitter requirement <1 Cycle Time (e.g. ) should be supported (seen as a delay jitter of ±50%  or rather as a delay uncertainty of [0;[). This way packets are delivered in-order and in distinct intervals without unnecessarily increasing the system delay and relying on the hold-and-forward buffer to take care also of packet re-ordering and mapping packets back to the intended cycle periods. 
Hence, as we consider the value of various SPS configuration options, we will use a jitter requirements of ±50%   as the basic assumption. 
Before showing generalized results, a simple example with a downlink TSN flow with a 1200 Hz cycle, e.g. 0.83333ms periodicity, is considered. In Figure 4, it is shown how SPS patterns are aligned for the two flows, with two different cases. The first case, the minimum granularity or resolution of defining SPS flows is a slot time (e.g. 1 ms for 15 kHz SCS). A single 1 ms SPS flow cannot achieve a jitter lower than the target, e.g. a 1 ms flow would need to add additional delay and bundle multiple messages (e.g. 2 for this example) for some of the SPS allocations. While not adding so much delay in the time-domain, it would add an additional overhead in the resource domain as some SPS allocations would need multiple messages while others would need to carry only a single TSN message. For the 1 ms case, it is however possible (assuming that multiple SPS patterns per BWP shall be supported) to configure multiple 1ms SPS flows but with an offset between them. In the example, an offset of 4 mini-slots between the two is selected which means that there is always an allocation coming within the jitter requirement for the application. In Figure 4 it is shown which allocations will be used and which ones will be unused (for this TSN flow) and the allocation overhead can be calculated to 67%. Alternatively, having a higher granularity or resolution of a mini-slot enables to configure a single SPS flow much closer to the application cycle, in this case a 5 mini-slot cycle has the closest fit which leads to an overhead of only 17%. E.g. it is clear that going to a sub-slot resolution helps to match an arbitrary application while significantly reducing the allocation overhead. 


[image: ][bookmark: _Ref931477]Figure 4. Illustrating of matching SPS patterns to 1200Hz application, with a) slot and b) mini-slot allocation (SCS of 15kHz).


The above results can be generalized for any application period as well as different SCS configurations. Again, it is assumed that the application offset is known in advance so the SPS pattern can be tuned in the time-domain. We assume regular SPS patterns and only a single configured pattern per TSN flow. We consider the two modes, SPS defined at slot resolution and SPS defined at mini-slot resolution (two OFDM symbols). Results are generalized to show the impact of increasing e.g. the SCS of the system which generally improves the SPS allocation granularity. The results are shown in Figure 5. As only single SPS patterns are considered, the abovementioned case is not supported at 15kHz SCS for the slot-resolution mode. It is shown that having sub-slot resolution greatly decreases the overhead and allows for low-overhead solutions for all network configurations (e.g. SCS) even for applications with ms or sub-ms cycle times. As stated, some cases can be improved with multi-SPS pattern allocations but it adds additional complexity to build each TSN flow with multiple SPS patterns and the capability for multiple patterns needs also to be understood to support multiple TSN flows per UE. 
[image: ][bookmark: _Ref932443]Figure 5. Allocation overhead and Application Cycle Time support at +/- 50% Cycle Time jitter versus SPS resolution

Observation 5: There is significant benefit of having SPS periodicities with sub-slot resolution as it allows reducing the SPS allocation overhead and reducing the SPS allocation complexity while ensuring that the 5GS TSN bridge supports isochronous realtime operation.
Observation 6: When having a course SPS granularity of e.g. 1 slot, it becomes important to have multiple SPS patterns configured per TSN flow and per BWP or multiple messages need to be bundled to the same allocation adding unnecessary delay to the system. 
Proposal 1: Agree that it is beneficial to support sub-slot granularity and resolution for SPS periodicities. RAN1 should consider any complexity impact in the WI phase.

4	Multiplexing TSN traffic with eMBB/URLLC
In the summary of [104#36][NR/IIOT]TSN Traffic Patterns, majority of companies highlighted that dynamic scheduling efficiency may be impaired in the presence of configured short-period TSN flows and that improvements may be considered in RAN2 and RAN1. Many different solution candidates that may require specification impact were highlighted:
· Extended Inter-UE/intra-UE multiplexing/prioritization mechanisms, including power-domain multiplexing, UL pre-emption indication, etc.
· Leveraging the a priori information of TSN flows about future pre-emption needs, e.g. to optimize allocation of discontinuous resources around existing CG/SPS resources to other service or UEs, e.g. with invalid time and/or frequency resources indication to mark the allocated CG/SPS resources.
· Improvements to pre-emption mechanisms to improve scheduling efficiency.
· Masking mechanism to use CG/SPS resources only when there is actual data available for transmission. 
· More dynamic and efficient on/off mechanisms for CG/SPS.
· Mechanism for eMBB data to use CG/SPS resource originally assigned only for TSC/URLLC, when UE does not have pending URLLC data.
· Traffic switch among BWPs.
Most topics require a study in RAN1 in order to investigate the trade-off among performance gain and complexity.
Observation 7: It is generally perceived that the presence of fast TSN flows leveraging CG and SPS will impair the performance of other traffic in need of dynamic scheduling, e.g. eMBB, high volume URLLC, etc. The existing solutions are not able to cope the issue completely
Proposal 2: Study should conclude that further investigation of solutions for multiplexing TSN traffic with eMBB/URLLC is required during WI phase.

5	Leveraging Survival Time in RAN
Survival Time is a used characteristic in industrial automation. Survival Time is defined in TS22.104 as how long the system can survive without getting a message. A typical requirement in TS22.104 is a Survival Time of one Transmission Period (or cycle) which means that a single lost message does not cause a critical error but two consecutive lost messages do. In the summary of [104#36][NR/IIOT]TSN Traffic Patterns, several companies indicated that Survival Time may be relevant information for the RAN to optimize a TSN flow and the system. There are a couple of ways where Survival Time could be relevant to know in order to optimize the RAN. There are at least two ways of exploiting Survival Time:
· To boost reliability: E.g. if one message fails and Survival Time is configured, the system may set more resources to ensure the following message’s reliability (e.g. leverage additional diversity mechanisms such as multi-connectivity packet switching, more robust coding/modulation with additional resources, etc.).
· To boost spectral efficiency: In principle, the system may relax the per-message PER requirement considering Survival Time provided that a certain critical PER rate (e.g. 1E-6) applies to failures where no packet is delivered within the Survival Time. This allows for more spectrally efficient scheduling of users provided that successive transmission errors are sufficiently uncorrelated.
To estimate the spectral efficiency gain of leveraging Survival Time provided that successive transmissions can be made uncorrelated, the example in Figure 6 and summarized in Table 1 can be considered. The figure shows the relation between SINR and PER (marked as BLEP in figure) for different modulation schemes. Assumption is made that there is a service defined with a PER of 1E-6 but a Survival Time of 1 period. Knowing the Survival Time, and assuming that a specified Critical Error PER relates to critical error probability, the per-message PER can ideally be reduced to 1E-3 (e.g. probability of two successive errors failing is then 1E-6) assuming perfectly uncorrelated errors of two successive transmissions (e.g. upper bound estimation of spectral efficiency or SE gain). For the same SINR, this enables the system to increase its modulation and coding rate from QPSK 1/3 to approximately QPSK 4/9, achieving a spectral efficiency gain for the user by ~33%. Similarly, if a Survival Time of 2 periods (e.g. critical error only when 3 successive transmission fail), the performance can be increased further by ~51%. 
[image: ][bookmark: _Ref936965]Figure 6. Relation between BLEP (PER) and SINR for different modulation and coding schemes.


[bookmark: _Ref937713]Table 1. Simplistic upper bound SE gain of leveraging Survival Time
	Critical error PER
	Survival time (#Cycles)
	Best-case per-packet PER
	SE upper bound gain*

	1E-6
	1
	1E-3
	~33%

	1E-6
	2
	1E-2
	~51%



In practice, the automation system may still prefer that individual messages are delivered at a certain PER as well that is higher than what would be reflected after Survival Time. E.g. a motion control system may have a certain message rate that yields a very smooth operation. Losing every second message may still not trigger a critical event but may lead to slightly more jagged movements and thus worse production quality as a result. Hence, it may be necessary that both a per-message PER (as in the QoS solution today) and a Critical Error PER after Survival Time are specified separately in order for the RAN to know how it is able to exploit the information while still ensuring best possible operation of the industrial system.
Observation 8: Knowledge of Survival Time in the RAN can be used to optimize reliability and/or increase system and link efficiency. In order to enable the application provider to tune the importance of single messages versus critical error, it may be considered to add an additional “Critical Error PER” parameter that relates to Survival Time being exceeded without a successful message delivered.
Proposal 3: RAN2 should indicate to SA2 that knowledge about Survival Time would be useful for RAN.  

6	Conclusions
The observations and proposals of the paper are summarized as follows:
Observation 1: PDCCH reliability needs to be 1-2 orders of magnitude larger than the data reliability target.
Observation 2: The overhead of DCI can become very large, when dynamic scheduling is used to allocate all the TSN flow data transmissions.
Observation 3: For large aggregation levels (>8) PDCCH starvation can be an issue. 
Observation 4: Use of SPS and CG is of highest priority in order to ensure sufficient system capacity and reliability for TSN flows and other simultaneous dynamically scheduled traffic (eMBB, URLLC). 
Observation 5: There is significant benefit of having SPS periodicities with sub-slot resolution as it allows reducing the SPS allocation overhead and reducing the SPS allocation complexity while ensuring that the 5GS TSN bridge supports isochronous realtime operation.
Observation 6: When having a course SPS granularity of e.g. 1 slot, it becomes important to have multiple SPS patterns configured per TSN flow and per BWP or multiple messages need to be bundled to the same allocation adding unnecessary delay to the system. 
Observation 7: It is generally perceived that the presence of fast TSN flows leveraging CG and SPS will impair the performance of other traffic in need of dynamic scheduling, e.g. eMBB, high volume URLLC, etc. The existing solutions are not able to cope the issue completely
Observation 8: Knowledge of Survival Time in the RAN can be used to optimize reliability and/or increase system and link efficiency. In order to enable the application provider to tune the importance of single messages versus critical error, it may be considered to add an additional Critical Error PER parameter that relates to Survival Time being exceeded without a successful message delivered.
Proposal 1: Agree that it is beneficial to support sub-slot granularity and resolution for SPS periodicities. RAN1 should consider any complexity impact in the WI phase.
Proposal 2: Study should conclude that further investigation of solutions for multiplexing TSN traffic with eMBB/URLLC is required during WI phase.
Proposal 3: RAN2 should indicate to SA2 that knowledge about Survival Time would be useful for RAN.  
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