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1	Introduction
In RAN2#104 an initial discussion about TSN traffic patterns and potential enhancements to address those took place:
	R2-1817270	NR support for TSN traffic patterns	Nokia, Nokia Shanghai Bell	pCR	Rel-16	38.825	0.0.0	FS_NR_IIOT
P1
- 	Vivo agrees on short values but not the same as the CG. 
- 	Intel think we don’t need SPS for DL. Nokia think that power consumption is not a problem and SPS would work well. 
- 	Intel think that for DL we can meet the latency requirements with dynamic scheduling. Huawei agrees. 
- 	Ericsson point out that also for DL we need reliability and PDCCH contributes to unreliability. 

FFS if we use DL SPS



It was agreed to continue the discussion via e-mail discussion:
[104#36][NR/IIOT] TSN Traffic Patterns (Nokia)
	Intended outcome: Based on R2-1817270, identify the issues and solution directions including a TP if possible
	Deadline:  Thursday 2019-02-07

R2-1817270 identifies seven traits of TSN traffic flows, which may potentially require some enhancements:
1. Deterministic nature of TSN traffic
2. Short periodicities of TSN messages
3. Multiple TSN flows in a single TSN device
4. TSN message periodicities with non-integer multiple of NR supported periodicities
5. TSN system synchronized with external clock
6. Mobility of UE serving deterministic TSN traffic flows 
7. Co-existence of deterministic and non-deterministic traffic
In section 2 those characteristics are shortly presented together with potential solutions / solution directions for some of those. Companies are requested to provide their views on the identified issues and solution directions and/or propose alternative ways of addressing the described problem.
2	TSN traffic characteristics and potential issues
2.1	Deterministic nature of TSN traffic
As captured in [1], TSN traffic is often periodic, deterministic (meaning that the delay between transmission of a message and receipt of the message at the destination address needs to be stable (within bounds)) and with a message size which is fixed or in a specified range. Therefore, the knowledge of the traffic pattern of a specific TSN flow could be leveraged in the gNB, e.g. to provide the UE with proper SPS or Configured Grants configurations. Such knowledge could be either signalled from the Core Network or from the UE itself.
Question 1: Do companies agree that the knowledge of TSN traffic pattern (i.e. periodicity, message size, reference time or offset) would be useful for the gNB, e.g. as an input for the scheduler?
	Company
	Yes/No
	Comments

	DOCOMO
	Yes
	Besides above periodicity, message size, Reference time, the information on latency and reliability requirements are also beneficial for gNB to make appropriate configuration 

	Nokia
	Yes
	Since the traffic in TSN networks is highly deterministic and arrives at the time instances known in advance, it is useful for the gNB to know this information when a new QoS flow is being established or modified. We agree with DOCOMO that this should be provided to the gNB on top of the reliability and latency related information as supported already by the existing specifications. A separate information may be required for UL and DL directions.

	Qualcomm
	Yes
	Knowledge of TSN traffic characteristics like period, message size, offset and reference time will be useful for scheduling and admission control.

	LG
	Yes
	

	Ericsson
	Yes
	It is a majority view that CG/SPS is used to serve periodic TSN traffic. If gNB is not aware of the traffic characteristic, gNB can learn by over-provisioning the resources during the initial phase. But this is not resource efficient and might be problematic if multiple TSN flows want to connect simultaneously.

	Samsung
	Yes
	

	MediaTek
	Maybe
	This is dependent on gNB scheduler implementation

	Huawei
	Yes, with comments
	For uplink TSN traffic transmission, we think the knowledge of TSN traffic pattern is useful for the gNB, in order to configure proper Configured Grants. For downlink, the knowledge on periodic TSN traffic pattern is useful for dynamic scheduling as well, for example to schedule UE with suitable DCI occasions. 

	ZTE
	Yes
	Such information is helpful for eNB to configure CG/SPS, which can reduce the scheduling delay and save radio resources. 

	CMCC
	Yes
	For the deterministic communication which always demands low end-to-end latency, jitter and high reliability, it is useful for the gNB to know the traffic pattern information in advance to configure more matching CG/SPS resource. And this seems more beneficial for gNB when a UE configured with more than one logical channels are associated with delay critical GBR flows with PDB and MDBV.

	Xiaomi
	Yes
	It would also be beneficial if gNB knows whether application layer feedback will follow the transmission to facilitate scheduling.

	III
	Yes
	In addition to knowledge of TSN traffic pattern such as periodicity, message size, reference time or offset. Interactive traffic behavior and timing relationship between UL and DL traffic allow gNB to schedule SPS and CG resource more efficiently.

	Apple
	Yes
	The knowledge of TSN traffic pattern is useful for gNB scheduling. 

	Intel
	Yes
	

	CATT
	Yes
	

	vivo
	Yes
	More traffic characteristics (e.g. number of messages per interval) based on the traffic pattern file of the 802.1 QCC should be considered as well.

	NEC
	Yes
	Apart from above mentioned parameters, survival time (defined in TS22.261) also may be helpful at the gNB. These parameters may be added to QoS profile.

	Sequans
	Yes
	We believe the knowledge of TSN traffic pattern in general is useful. The parameters listed should be examples only, as the pattern may actually provide more information. 

	Lenovo/MotM
	Yes
	The knowledge of TSN traffic pattern is important for gNB to configure SPS/CG, to guarantee stringent latency requirement of TSN traffic

	OPPO
	Yes
	The knowledge of TSN traffic pattern is necessary for proper SPS /CG configuration, considering resource usage efficiency and URLLC/TSN-like latency requirement. 



Summary for question 1: “Do companies agree that the knowledge of TSN traffic pattern (i.e. periodicity, message size, reference time or offset) would be useful for the gNB, e.g. as an input for the scheduler?”
· Yes: 19 companies
· One company commented that this may be useful, but depends on gNB scheduler
Rapporteur comments:
In general, all companies agree that the knowledge of TSN traffic pattern is useful for the gNB to allow it to more efficiently schedule traffic either via CG/SPS or dynamic grants. Except the information mentioned in the question, i.e. periodicity, message size, reference time/offset, some companies indicated that also other information describing TSN traffic would be useful, e.g. survival time or number of the messages within the transmission interval.

Question 1a: Do companies agree that the knowledge of TSN traffic pattern could be provided to the gNB either from the UE or from the Core Network?
	Company
	Yes/No
	Comments

	DOCOMO
	Yes
	It would be useful if the knowledge of TSN traffic pattern is provided to the gNB either from the UE or from the Core Network.

	Nokia
	Yes
	Both of these options are possible. Similar information may already be provided as part of UE Assistance Information message in LTE for V2X. On the other hand, it may be more straightforward to have this information provided by the Core Network as an extension of existing QoS parameters provided for the QoS flow (like reliability, PDB etc.), which interfaces with TSN network and may have more reliable information.

	Qualcomm
	Yes
	We agree that the knowledge is useful. 
Core Network is well positioned to provide this information since it (eg., via TSN translator) receives TSN configuration (e.g., 802.1Qbv configuration) including this information. This needs to be confirmed by SA2 however.

	LG
	Yes
	Both options are feasible, but provision by Core Network is preferable.

	Ericsson
	Yes
	The TSN traffic pattern is known at CNC of the TSN and the 5G core is assumed to be interacting with TSN CNC. Thus, this knowledge can be provided to the gNB from the Core Network. 

	Samsung
	Yes
	Any node having this information could provide it to gNB. 

	MediaTek
	From the CN
	Regardless of whether the TSN traffic originates in the UE or the NW, the Core Network can always determine the required traffic characteristics when the TSN flow is set up, e.g. during the stream advertisement/registration phase in SRP. The gNB can therefore always get this information from the Core Network. 

	Huawei
	Yes
	As pointed out by Nokia, it is already supported to provide UE traffic pattern to the gNB through UE Assistance Information in LTE V2X. Similarly, the knowledge of TSN traffic pattern can be provided from the UE. In addition, such knowledge is known at the Core Network, through interactions with CNC of the TSN. This knowledge can thus be provided from the Core Network.

	ZTE
	Yes
	For DL traffic, the TSN traffic pattern should be provided to gNB from Core Network (e.g., QoS parameters similar information).
For UL traffic, the TSN traffic pattern could be provided to gNB from UE or Core Network, whichever knows the information.

	CMCC
	Yes
	Although the CNC has the idea of the TSN traffic pattern information, the traffic pattern information is already allowed as part of UE Assistance Information message in LTE for V2X. If the UE can acquired the TSN traffic pattern information from TSN, we prefer to allow the gNB getting the information via UE or CNC.

	Xiaomi
	Yes
	CNC has full knowledge about traffic pattern and can provide this information to gNB. It is questionable about the case that UE can provide this information but network cannot. For V2X, as the traffic is between UE and UE (even out of coverage), gNB and CNC may have no information about the traffic, that is why UE needs to report the assistant info to help gNB scheduling.

	III
	Yes, both
	We think that both schemes are useful. 5G core can transfer traffic pattern relative QoS information such as periodicity, packet size after the interaction with TSN CNC upon existing QoS framework. However, for TSN UEs with multiple TSN flows working in an interactive manner, UE initiated Assistance Information can provide more timely and up-to-date traffic condition, whereby gNB can perform more practical CG/SPS resource scheduling among TSN flows. Hence prevent resource wastes or possible collisions.   

	Apple
	Yes
	gNB should acquire the TSN traffic pattern from Core Network or UE. 
The information provided by UE would be more efficient than that provided by Core Network.  

	Intel
	Yes
	

	CATT
	Mainly from CN
	In TSN networks the 802.1Qbv schedule (providing the time slots allocated to the various TSN streams in the cycle time) is distributed to TSN devices by the Centralized Network Controller (CNC) [TR23.734 Section 6.6.1]. With the black box solution #8 of TR23.734 (fig 6.8-1) selected for the 5GS integration, the CNC is connected to the 5GS by the core network side. Even for the fully distributed model (w/o CNC) TR23.734 reads: “The TSN bridge self-management (for the fully distributed model) and the functions required to interact with CNC are preferably located at the Network Translator side”. As a result it is our understanding that traffic characteristics of both UL and DL TSN streams are provided to the network side of the 5GS bridge by the CNC via the network-side TSN translators. Only some very few device-specific streams might be unknown to the NW such as e.g. device-triggered alarms.

	vivo
	Yes
	Under full distributed mode of the industrial network deployment, the UE acting as the ingress of virtual bridge for 5G system will forward multiple TSN traffics and is able to provide the gNB with the TSN traffic patterns. For other cases (e.g. full centralized mode or DL traffic under full distributed mode), CN node (e.g. UPF) can acquire the TSN traffic patterns by parsing SRP message and inform gNB.

	NEC
	Yes
	This information can be provided from the CN. If the UE has this information, it is also possible to get it from the UE. The CN option seems more reasonable

	Sequans
	Yes
	

	Lenovo/MotM
	Yes
	DL traffic pattern can obtained from core network and UL traffic pattern can be obtained from report of UE. UE can report such kind of information in UE assistance information, which is similar as in LTE.

	OPPO
	Yes
	Both options are feasible. UE Assistance Information message has been supported in LTE and can be easily extended to report TSN traffic information. In the other hand, the TSN traffic pattern can be provided to gNB from Core Network obtained from CNC.



Summary for question 1a: “Do companies agree that the knowledge of TSN traffic pattern could be provided to the gNB either from the UE or from the Core Network?”:
· All companies agree that such information could be provided from the Core Network or form the UE.
· When it comes to the preferred option:
· Core Network: 8 companies (Nokia, Qualcomm, LG, Ericsson, MediaTek, Xiaomi, CATT, NEC)
· UE: 2 companies (CMCC, Apple)
· Both: 4 companies (Lenovo, ZTE (for DL from CN, for UL either UE or CN), III, vivo (depending on the model))
· No preference indicated: 6 companies (Docomo, Samsung, Huawei, Intel, Sequans, OPPO)
· 
2.2	Short periodicities of TSN messages
According to [1] and as captured in TR 38.825, the periodicity of the TSN flows, which need to be supported over NR can be as low as 0.5ms. Currently, configured grants can be set with the periodicity as low as 2 symbols, which spans between ~18us and ~143us depending on the subcarrier spacing. Therefore, in uplink direction, low periodicities of traffic can be supported. On the other hand, TSN communications is bi-directional while for DL direction, the minimum periodicity for SPS configuration is currently 10ms, which is not sufficient for support of periodic TSN traffic. It should be noted that using dynamic scheduling for periodic traffic is possible, but it introduces additional signalling overhead, impacts reliability due to the need to decode PDCCH for each transmission and may increase power consumption in the UE due to having to decode both PDCCH and PDSCH channels for each transmission.
Question 2: Do companies agree that shorter SPS periodicities are beneficial to support periodic TSN traffic flows in DL direction? If not, please indicate an alternative way of addressing such traffic efficiently.
	Company
	Yes/No
	Comments

	DOCOMO
	Yes
	Agree that for symmetric TSN traffic, it is beneficial to support shorter SPS periodicities at least from DL overhead. Assuming that DL SPS requires activation/deactivation DCI, PDCCH reliability should be sufficiently high, even if DL SPS is used. Such highly reliable PDCCH requires higher aggregation level, which increases the DL overhead. Hence, DL overhead can be highly reduced if DL SPS is useful for TSN traffic. Depending on UE implementation, UE power consumption may also be reduced (e.g., in case blind decoding on PDCCH consumes more power compared to decoding PDSCH. 
However, some specification impacts in RAN1 are expected. For example, current RAN1 spec does not allow more than one PUCCH for HARQ-ACK feedback in one slot, which would be restrictive for the short-periodicity DL SPS. Also, multiple HARQ-ACK bits for DL SPS PDSCHs in one PUCCH for HARQ-ACK feedback is not specified yet. We should conclude this as earlier as possible and send LS to RAN1 to let RAN1 start their work. 

	Nokia
	Yes
	Considering the current requirements in terms of periodicity of TSN traffic, such enhancement is a crucial one. In the previous discussions, it was not considered beneficial due to the possibility of using dynamic scheduling and potential impact on UE power consumption in case there is no traffic provided to the UE. However, it should be noted that in TSN use cases we have to deal with deterministic and periodic traffic, so there is data to be sent to the UE on each SPS period. When using dynamic scheduling this would actually increase UE’s power consumption and also the signaling overhead in the network would be bigger. Control channel blocking may also be an issue with dynamic scheduling due to the need of scheduling large number of Ues with short periodicities and small payload sizes. We agree there may be RAN1 impacts, but the details can be discussed by RAN1 in WI phase.

	Qualcomm
	Yes
	TSN traffic is periodic and there is data during each SPS period. The period can be as low as 0.5 ms (see table 5.2-1 of TS 22.104). Hence SPS with short period is well suited for TSN use cases as it reduces PDCCH overhead, impact of PDCCH decoding failures and PDCCH blocking. 
Shortest SPS period for Rel-15 SPS is 10 ms which is clearly too high for TSN use cases. Thus, SPS has to be enhanced to support shorter periods.
Shorter SPS periods up to one slot should be supported (for DL).
For SPS periods shorter than one slot, further study is needed to determine if there are traffic-types that can benefit from it. Periods shorter than one slot may also have RAN1 impact.

	LG
	Yes
	DL SPS with shorter periodicity is beneficial for periodic DL TSN traffic. However, as shorter DL SPS periodicity increases UE power consumption, it should be used only when there is actual DL TSN traffic. Dynamic DL SPS on/off mechanism is required while not increasing DL overhead.

	Ericsson
	Yes
	Although using dynamic scheduling for periodic traffic is possible, it introduces additional signaling overhead in particular considering that to make sure a reliable PDCCH decoding, a high aggregation level would be used.

	Samsung
	Yes
	In terms of flexibility, it might be useful for traffic having short periodicity.

	MediaTek
	No
	As same slot scheduling exists for the DL, no latency benefits are provided by DL SPS (when compared with UL CG). There may be improvements in PDCCH resource efficiency with SPS. However this comes at the cost of PDSCH resource efficiency due to slower link adaptation. Even if SPS is configured, the UE will need to always monitor PDCCH (e.g. for retransmissions) and therefore there are no power consumption benefits associated with SPS.As highlighted by Docomo above, the support of shorter SPS periodicities also has RAN1 ramifications.
Furthermore the issues described below in this document, such as multiple SPS configurations, unsupported SPS periodicities, clock drift and handover performance of SPS can all be avoided for the DL with the use of dynamic scheduling.
Given the limited number of Tus allocated for this SI/WI, we should only focus on essential changes needed to the Rel-15 baseline to support IioT deployments.

	Huawei
	No
	First of all, from latency perspective, dynamic scheduling has no difficulty to fulfill the QoS requirement as gNB knows the arrival time of DL packets. Secondly, from resource efficiency perspective, adopting DL SPS mechanism will result in fixed MCS and resource allocation, which poses limitation on the overall system efficiency while dynamic scheduling is more flexible. Thirdly, from power saving perspective, even though DL SPS is configured, PDCCH monitoring at each PDCCH occasion is still necessary, due to the fact that gNB may allocate a dynamic assignment. Last but not least, to support shorter DL SPS periodicities, there may be significant RAN1 impacts. For example, RAN1 needs to study mechanism to allow multiple HARQ-ACK bits for DL SPS PDSCHs in one PUCCH for HARQ-ACK feedback. Additionally, when DL SPS is adopted, UE will have to perform blind detection in each SPS occasion to identify whether there is data to be received. There is a potential problem that the missing detection probability of such PDSCH may be larger than that of PDCCH, since the data size of PDSCH is usually larger than the payload size of DCI. Since shorter SPS periodicities have much more impacts to RAN1 than to RAN2, we think this issue is more suitable to be decided by RAN1.

	ZTE
	Yes
	We agree with some above comments that it’s beneficial to apply SPS for periodic TSN traffic on DL direction. 
Taken into account that TSN traffic is sensitive to transmission latency, the SPS periodicity should match the TSN traffic pattern as much as possible in order to reduce data delivery delay. We understand that TSN traffic may be diverse and the periodicity of TSN traffic pattern may be very short. Therefore, we also think the current minimum SPS periodicity (10ms) is not enough for DL TSN traffic.
Moreover, as the symbol based scheduling is already supported in NR, which is suitable for short periodicity scheduling, it would be feasible to support shorter SPS periodicity for TSN traffic flows.

	CMCC
	Yes
	Since in TSN use cases, the traffic characteristic is outstanding, which is deterministic and periodic traffic, so the SPS configuration is suitable for the TSN traffic. Although there is no latency benefits, it can reduce the signaling overhead and PDCCH decode error caused by dynamic scheduling. We also agree there may be RAN1 impacts.

	Xiaomi
	Yes
	

	III
	Yes
	Due to symmetric nature of TSN traffic in DL and UL, e.g., in motion control. Periodic message of DL actuation generated from TSN controller is usually followed by an UL response replying from TSN devices in iterative manner. It is beneficial to have similar scale of SPS periodicities as in CG. The association of this duality should be taken into account.

	Apple
	Yes
	TSN traffic model is same/similar as the SPS model, so the shorter periodicities of TSN requires the shorter periodicities of SPS. 
For DL, we agree that the dynamic scheduling in shorter interval has no delay issue but the PDCCH overhead is the main concern. 

	Intel
	Ask RAN1
	Our understanding is that the resource overhead of PDCCH is much less compared to PDSCH since the payload size of PDCCH is much smaller. With similar reasoning, the reliability of PDCCH can be also guaranteed. It should be noted that power consumption associated with PDCCH decoding is not an issue since in general a UE is configured to monitor PDCCH anyway when DL SPS is configured.
On the other hand, if majority view is to introduce DL SPS periodicities shorter than 10 ms, we would be also OK to consider this. However, we may not need to support periodicities less than a slot duration.
In general, regarding shorter SPS periodicities, RAN1’s opinion should be consulted. In the past, RAN2 sent a LS to RAN1 regarding the supported DL SPS periodicities in R2-1711871. We think that for Rel-16 IIoT, RAN2 should also ask RAN1 whether shorter periodicities can be supported for DL SPS.

	CATT
	Yes
	In TSN networks, the UE is no longer the termination point of a network but can be the entry point of a TSN link. Therefore the traffic is expected to be quite symmetrical in both directions of the bridge, hence in UL and DL. Hence SPS configuration should provide the same flexibility/granularity as CG configuration to address TSN streams in the same way while saving PDCCH resources. 

	vivo
	Yes
	Motion Control (i.e. A2.2.1 in 22.104) is the main use case with the shorter transmission interval, which has bi-directional communication attribute. Thus, it is reasonable to support Semi-persistent configuration in both uplink and downlink for shorter interval.

	NEC
	Yes
	Like uplink CG, DL SPS also should support shorter periodicities. However, RAN1 HARQ feedback may have impact if less than slot duration is supported. HARQ enhancements has to be studied in RAN1.

	Sequans
	-
	No strong view. Generally we would agree this is beneficial, but we are not sure on RAN1 impact.  

	Lenovo/MotM
	Yes
	Because of the deterministic characteristic of TSN traffic, TSN packet is need to be transmitted at each period. Then in this case DL SPS is very suitable for TSN traffic, to avoid signaling overhead of dynamic scheduling. Besides, DL SPS periodicity is better to align with TSN traffic periodicity as accurate as possible so that latency and deterministic of TSN traffic can be guaranteed.

	OPPO
	Yes
	Shorter SPS periodicities are beneficial to support periodic TSN traffic flows in DL direction considering deterministic traffic characteristic and PDCCH overhead & decoding reliability. 



Summary for question 2: “Do companies agree that shorter SPS periodicities are beneficial to support periodic TSN traffic flows in DL direction? If not, please indicate an alternative way of addressing such traffic efficiently.”:
· Yes: 16 companies
· No: 2 companies
· 1 company (Intel) would be OK if others think this is needed, but indicates this should be also analysed by RAN1
· 1 company (Sequans) would agree this is beneficial, but has no strong view and is not sure about RAN1 impacts.
Rapporteur comments:
The main advantages of supporting SPS with short periodicities mentioned by the companies are decreased PDCCH overhead and improved decoding reliability due to not having to read PDCCH to be able to decode each PDSCH. Supporting companies often indicate that the available periodicities should match those of Configured Grants as the traffic in TSN networks is often sent symmetrically in DL and UL. Many companies indicate that RAN1 should be also involved in analysing the impacts of and potentially specifying shorter SPS periodicities, e.g. for aspects such as HARQ feedback impacts, impacts of specifying different periodicity values (e.g. below a slot compared to equal and above one slot).
· 
2.3	Multiple TSN flows in a single TSN device
As captured in the Text Proposal agreed during RAN2#104 meeting in [2], a single UE may need to handle “multiple periodic streams, of different periodicities, of critical priority, for example multiple TSN streams coming from different applications”. Therefore, in order to serve multiple TSN flows simultaneously, it could be beneficial to support multiple Configured Grant and SPS configurations in the single UE, similarly as agreed for V2X. It should be also noted that, as communicated in [3], RAN1 has already agreed to support multiple CG configurations: “Multiple active configured grant configurations for a given BWP of a serving cell should be supported at least for different services/traffic types and/or for enhancing reliability and reducing latency”. What is potentially missing is the support of multiple SPS configuration in DL.
Question 3: Do companies agree that multiple active SPS configurations (for a given BWP of a serving cell) are beneficial to support multiple periodic TSN traffic flows in DL direction? If not, please indicate an alternative way of addressing this case efficiently.
	Company
	Yes/No
	Comments

	DOCOMO
	Yes
	See replies to Question 4. 

	Nokia
	Yes
	Since a single device / UE may need to support multiple periodic TSN flows, multiple SPS configurations are needed for DL traffic, similarly as multiple CG configurations are now to be supported for UL traffic. Similar to the previous issue, RAN1 impacts can be worked on during WI phase.

	Qualcomm
	Yes
	As the work progresses, aspects such as the number of active SPS configurations will have to be decided based on RAN1 input.

	LG
	Yes
	Our understanding is that RAN1 already agreed to support multiple active SPS configurations.

	Ericsson
	Yes
	It has been identified that it is useful to use multiple CG to handle multiple TSN streams. TSN communication is bi-directional and we need two TSN streams in both directions. Since we leverage DL SPS for periodic TSN streams, it makes sense to support multiple DL SPS. 
However, it is less beneficial than the case for configured grant (since dynamic scheduling could in theory be equally fast) and we have not specified this feature previously in LTE (compared to multiple UL SPS configurations for V2X and URLLC in LTE). Thus, before agreeing on this feature, a careful spec impact must be analyzed.  

	Samsung
	No
	Regarding LG’s comment, RAN1 agreed to support multiple CG configurations only for uplink. 
Compared to dynamic grant, DL SPS saves power only for PDCCH. However, DL SPS still requires PDCCH monitoring, PDSCH decoding, HARQ feedback. We think power saving of DL SPS is marginal. We understand PDCCH overhead can be reduced. But UE receives at most one PDCCH at a certain time, because multiplexing of multiple flows is done in dynamic scheduling. So, much overhead saving will not be accomplished. Thus, we see that dynamic scheduling does not have problem on serving downlink TSN traffic.

	MediaTek
	No
	Multiple UL CGs are useful to support multiple TSN flows, as they avoid the latency impact of dynamic UL scheduling. However for the DL, dynamic scheduling can be used to address multiple TSN traffic flows as efficiently as possible.

	Huawei
	No
	See replies to Question 2. Dynamic scheduling is more beneficial w.r.t. resource efficiency than SPS. Besides, in order to support multiple active SPS configurations, there are much more impacts to RAN1 than to RAN2. We think this issue is more suitable to be decided by RAN1.

	ZTE
	Yes
	We agree with some above comments that it’s beneficial to use Multiple SPS to handle different TSN traffic flows for one UE. We think the mechanism like Multiple Uplink SPS for URLLC can be re-used for DL traffic.

	CMCC
	Yes
	Since it will bring the benefit for a single UE support multiple periodic TSN flows, we prefer to allow multiple SPS configurations for DL traffic. But it is necessary of RAN1 to identify the impact of multiple SPS configurations.

	Xiaomi
	Yes
	

	III 
	Yes
	When it comes to multiple TSN flows jointly processed at TSN UE. Multiple UL CGs are beneficial for UE to meet different QoS requirements. Similar flexibility should also be applied to DL part since bi-directional periodic traffics are usually deployed in TSN scenario. In addition, using L1 activation/deactivation based scheme allows only few of multiple SPS configurations valid at the same time, which is resource and power efficient. 

	Apple
	Yes
	If one TSN devices support multiple TSN flow with different periodicity at the same time, it is straightforward to support multiple active SPS configuration. But we are fine to leave it to RAN1 to decide whether it is feasible to support it and whether it is ok to only support it via dynamic scheduling.   

	Intel
	Yes
	

	CATT
	Yes
	Similar to our answer to Q3, DL TSN traffic is expected to have the same characteristics as UL TSN traffic, which can therefore be better addressed by SPS thus saving PDCCH overhead.

	vivo
	Yes
	The UE working as an Ethernet bridge could carry multiple periodic traffic flows. It seems that RAN1 already agreed to introduce multiple active configured grant(s) for a single BWP. 

	NEC
	Yes
	

	Sequans
	-
	No strong view.

	Lenovo/MotM
	Yes
	Multiple SPS is useful when UE have multiple DL TSN periodic and deterministic traffics. Besides, CG/SPS configuration should be supported with same or uniform periodicity for DL and UL directions. But before to agree this option, RAN1 impact should be carefully evaluated.

	OPPO
	Yes
	Multiple SPS configurations for one UE can match the case that UE configures with different services/traffic types. And RAN1 should be involved in the impact analysis.



Summary of question 3: “Do companies agree that multiple active SPS configurations (for a given BWP of a serving cell) are beneficial to support multiple periodic TSN traffic flows in DL direction? If not, please indicate an alternative way of addressing this case efficiently.”:
· Yes: 16 companies
· No:  3 companies
· No strong view: 1 company
Rapporteur comments:
Majority of companies see support for multiple SPS configurations beneficial. There seems to be also a common understanding that RAN1 should be involved in analysing and potentially specifying multiple SPS configurations for a given BWP of a single cell. 
2.4		TSN message periodicities with non-integer multiple of NR supported periodicities
In some TSN use cases, the periodicity of data packets is not yet supported with a periodicity for configured grant configurations or SPS which are expressed in multiple of symbols or multiple of sub-frames.  For example, in Smart Grid use cases the periodicity of data packets to be sent is 1/60 Hz or 1/1200 Hz, i.e. 16.667 ms or 0.833 ms respectively.  
Question 4: Do companies agree that mismatch between the periodicity of TSN traffic flow and CG/SPS traffic periodicities as supported in NR needs to be resolved.
	Company
	Yes/No
	Comments

	DOCOMO
	Not sure
	Not sure how much problematic the mentioned cases. For example, if the periodicity of data packets to be sent is 16.667ms and if the configured grant/SPS configuration is 10ms, then it is not clear how much problematic it is. Same for the case where the periodicity of data packets is 0.833ms while configured grant/SPS configuration is 0.5ms.
When the periodicity of packets and the periodicity of PHY resource configuration are not aligned, there would be delay jitter. However, the delay jitter would be caused not only by this but also by other reasons. For example, TDD cell is always half-duplex and UL/DL is not perfectly flexible. PDCCH monitoring occasions and PUCCH configuration may also be the factors to create jitter if the TSN service utilises HARQ operation. As such, even if the periodicity for SPS/CG and TSN traffic flow is the same, the misalignment between the traffic arrival and reserved SPS/CG resource happens inevitably.   

	Nokia
	Yes
	Since, e.g. the motion control traffic has requirements of E2E delay being between 0.5 and 2 ms depending on the exact use case, misalignments as mentioned by DOCOMO would either make it impossible to meet the delay requirement or make it much harder (e.g. in case a retransmission would happen to be needed).

	Qualcomm
	Not sure
	We don’t see requirements that may need SPS with non-integer periods:
· About 0.83 ms: this is not covered in SA1 WI and is missing from TS 22.104 (even though it is one of the items studied in SA1 SI FS_CAV (SP-170169) and documented in TR 22.804).  
· About 16.6667 ms: the use case with shortest traffic periodicity associated with Smart Grid is 50 ms.
The specification complexity of this feature needs to be understood.  
Also note that given smart grid cases will operate over macro-area networks that likely serve UEs with multiple traffic types including non-TSN traffic, it is unlikely that control channel savings of SPS/CS will be substantial.

	LG
	No
	Some amount of mismatches between TSN periodicity and CG/SPS periodicity is inevitable. However, RAN2 may need to introduce finer granularity of CG/SPS periodicity to reduce the gap between them.

	Ericsson
	Yes
	What matters is that TSN traffic should experience a deterministic end-to-end latency for each packet when going through the 5G system. The mis-alignment of the packet arrival and the CG resource allocation has been heavily discussed in rel-15 and is one of the contributors of the latency. 

	Samsung
	Not sure
	The misalignment could happen and it can be solved by existing reconfiguration with offset/periodicity adjustment. If it is too frequent, we need to resolve it. But it is not clear how frequently it happens.

	MediaTek
	No
	It may not be necessary for the periodicities to match exactly. 
However if periodicities are needed that are not currently supported for UL CG, these code points can be added to the RRC configuration in the WI phase.

	Huawei
	Yes
	For some deterministic TSN traffic, the stringent end-to-end latency requirement should be guaranteed. The mismatch between arrival periodicity of TSN traffic and Configured Grant periodicity may accumulate over time and introduce increasing latency, which will impact the performance for TSN traffic. Even though the TSN message periodicities can be expressed in multiple symbols or slots or milliseconds, there may still exist a mismatch problem e.g. when TSN periodicities cannot be divided by 1024 radio frames. 

	ZTE
	Yes
	We think TSN traffic is sensitive to end-to-end latency, so the SPS periodicity should match the TSN traffic pattern as much as possible in order to reduce data delivery. Therefore, it’s expected that the granularity of CG/SPS periodicity to be as fine as possible for achieving such flexible match with the TSN traffic patterns.
In the current specification, the following periodicities for configured grant are supported depending on the configured subcarrier spacing [symbols]:
· 15kHz: 2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 320, 640}
· 30kHz: 2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 640, 1280}
· 60kHz with normal CP: 2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1280, 2560}
· 60kHz with ECP: 2, 6, n*12, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1280, 2560}
· 120kHz: 2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1024, 1280, 2560, 5120}

It can be seen that the periodicities are increased at uneven intervals. There are several periodicity granularities, with minimal granularities 2 symbols and maximal granularity 320ms (e.g., 2560 slots for 120kHz SCS). 

Although different subcarrier spacing configurations provide different periodicities distribution, we think there still exist the issue like: at the high part of the periodicity values (the values equal to or larger than 160ms), the number of available periodicity values are less due to large granularity, that will make it difficult to find a matching CG/SPS resources for TSN traffic pattern with some kind of periodicities, e.g, 480ms.

Based on the above understanding for TSN traffic requirements and periodicity configuration in current specification, we think it’s needed to do some extension.

	CMCC
	Not sure
	We admit this misalignment could happen in some cases, but we think this can be solved by SPS/CG configuration reconfiguration, multiple SPS/CG configurations, periodicity extension or finer granularity. We will future check the signaling overhead caused by resolving this misalignment.

	Xiaomi
	Not sure
	We are not sure whether RAN1can make it happen to strictly align the SPS periodicity with traffic periodicity, given RAN1 scheduling is based on ofdm symbol, the duration of which is hard coded and can hardly be precisely a fraction or multiple of traffic periodicity, especially considering that traffic periodicity can be arbitrary value.
As such, if strict alignment can anyway not be ensured, fuzzy matching would be enough, and nothing needs to be enhanced.

	III
	Yes
	The available periodicities of CG/SPS traffic should be at least shorter than any TSN traffic flow, but doesn’t need to match exactly. Jitter and latency problems can be resolved by introducing an offset of transmission period as explained in Q4a. 

	Apple
	Not Sure
	If the periodicity/interval is changed very frequently, we should consider dynamic scheduling scheme for this TSN pattern. 

	Intel
	No
	Our understanding is that additional periodicity should only be introduced in RAN2 if the related service requires very stringent latency requirements (e.g. < 1 ms). In other words, there is no need to match the periodicity of every supported service unless the latency requirement mandates so. In the example of Smart Grid, TS 22.104 Table 5.3-1 specifies the end to end latency requirement of 50 ms, therefore there seems to be no strong motivation to support periodicity matching 1/60 Hz or 1/1200 Hz.

	CATT
	Yes
	We agree that the period of TSN traffic is dictated e.g. by the TAS cycle time of the 802.1Qbv schedule, which value can be very flexible, and provided in absolute time. However it does not necessarily require a drastic change in the way we configure CG periodicities, as discussed in Q4a.
And as discussed above, SPS periodicities would anyway need to be upgraded to match CG periodicities.

	vivo
	Not sure
	It seems that the finer interval value can help to reduce the mismatching impacts. If companies considers that the mismatching is inevitable, we probably need more evaluation on the exact performance impacts.

	NEC
	Not sure
	It is not sure how big or frequently the misalignment will happen. 

	Sequans
	Yes
	We agree that it is quite likely misalignment would happen, as the available periodicities are limited, while TSN traffic periodicity can be virtually any value.

	Lenovo/MotM
	Yes
	Because of deterministic characteristic of TSN traffic, SPS/CG periodicity should align with TSN traffic periodicity as much as possible to guarantee jitter and latency performance of TSN traffic. The mismatch between TSN traffic arrival time and scheduled SPS/CG pattern should be minimized. Legacy NR SPS/CG periodicity is not flexible enough, which might cause much reconfigurations for SPS/CG

	OPPO
	Not sure
	Not sure how much problematic the issue is. As we understood, the problem depends on how tolerant the latency of such TSN traffic is and how to configure SPS/CG. 



Summary of question 4: “Do companies agree that mismatch between the periodicity of TSN traffic flow and CG/SPS traffic periodicities as supported in NR needs to be resolved.”:
· Yes: 8 companies
· No: 3 companies
· Not sure: 9 companies
Rapporteur comments:
Most companies admit that misalignment for some kinds of traffic is inevitable. Some companies indicate that such misalignment is a contributor for latency which poses a problem for TSN/URLLC kind of traffic. 
Companies which are unsure or negative indicate the following dependencies: 
· traffic’s latency requirement
· utilised frame structure in TDD (UL/DL slot allocations)
· how frequently would the misalignment occur
Question 4a: How could this issue be resolved or mitigated?
	Company
	Comments (proposal of the solution / solution direction)

	DOCOMO
	First, the system should ensure that the largest/worst delay caused by various factors such as periodicity misalignment, TDD UL-DL, etc, is within the latency bound. For example, the periodicity of SPS/CG is configured as, e.g. 2 symbols (between ~18us and ~143us depending on SCS), 7 symbols, 14 symbols etc. 
Second, multiple SPS/CG configurations in an active BWP of a serving cell can also be a solution. If we configure multiple SPS/CG configurations and the time-domain offsets for these configurations are staggered, then the delay can be as low as 1 symbol. 

	Nokia
	The issue can be to some extent mitigated by using more aligned periodicities of CG/SPS configuration. However, that would either require SPS/CG configuration to be often updated to be aligned with traffic arrival time or multiple SPS/CG configurations being configured for a single UE. Both of these methods are inefficient in terms of radio resources usage. It would be preferred to support a method where the UE adjusts its SPS/CG resource timing based on the knowledge of traffic’s periodicity and network configuration or based on dynamic network signalling.

	LG
	As explained in Q4, RAN2 may need to introduce finer granularity of CG/SPS periodicity.

	Ericsson
	There is no limitation on the granularity of the periodicity of the TSN traffic. For example, it can be a value on micro-second level. On the other hand, there is a limitation on the granularity of the resource allocation in 5G, which can only be down to the symbol level. Thus, the enhancements on the CG/SPS resource allocation alone cannot address the fundamental issue. 
One solution is to use the playout buffers that have been used in the VoIP application. The playout buffers are placed at the egress point of the 5G system, i.e., UPF for UL traffic and UE for DL traffic to smooth-out the jitter. This can be done by implementation. 
However, an issue similar to the one identified in section 2.5 raises. Due to the mis-match between the packet periodicity and the CG resource periodicity, the mis-alignment can be accumulated over time and that result in a need to adjust the CG/SPS resources as needed. Hence, a mechanism might be needed to efficiently adjust the resource.

	MediaTek
	If needed, this can be resolved by adding ASN.1 code points in the WI phase.

	Huawei
	Even though this issue can be resolved by offset/periodicity adjustments, the adjustments may be quite frequent. We think it may leads to inefficient resource utilization, especially when gNB supports multiple UEs configured with multiple active Configured Grants. A mechanism where the UE can figure out or adjust its Configured Grant resources based on the TSN periodicity and network configuration might be useful. 

	ZTE
	We have sympathy with the solution / solution direction mentioned by DOCOMO and some other companies.
As our comments for Question 4, new periodicity parameters with finer granularity (e.g. more periodicity units of subframe or frame) may be needed for CG/SPS to better match the TSN traffic patterns.

	CMCC
	As we in question 4, this can be solved by SPS/CG configuration reconfiguration, multiple SPS/CG configurations, periodicity extension or finer granularity. 

	Xiaomi
	No enhancement is needed as explained in the previous question

	III
	One of motivations for multiple UL CGs discussed in RAN1 is to address the latency issue caused by CG resource alignment. In this case, different starting point of resource period can be assigned for each multiple CGs. 
If the periodicity of TSN traffic flow and CG/SPS traffic periodicities cannot fully aligned, we can at least configure shorter CG/SPS traffic periodicities and make use of multiple CGs/SPSs with staggered starting point to solve jitter issue via physical layer.

	Intel
	We will only consider solutions if there are clear requirements identified as explained in our answer to Question 4.

	CATT
	As mentioned in Q4, the period of TSN traffic is dictated by the cycle time of the periodic deterministic traffic.
Case 1: The e2e latency is larger than the cycle time (e.g. the case of the 22.804 requirement on smart grid with 0.833 ms cycle time and 15ms e2e latency brought up by Rapporteur):  in such case, consecutive messages can be grouped into one CG/SPS and de-jittered at the 5GS boundary.
Case 2: The e2e latency is smaller than or equal to the cycle time (e.g. most stringent motion control use cases): a solution can simply consist in oversampling the cycle time with more SPS/CGs than needed and to use only one SPS/CG resource in time out of N.

	vivo
	Finer value of interval.

	NEC
	Introducing a symbol level granularity could be the solution. However, as some companies pointed out, it would be better to consider more fundamental or flexible solution for any type of TSN traffic in the same or similar way

	Sequans
	We believe the actual framework (especially UL CG) would need to be enhanced to efficiently support TSN traffic.

	Lenovo/MotM
	Only rely on adjustment might not be enough and might cause much singling on adjustment. Firstly we think more flexible and finer granularity SPS/CG configuration is needed.

	OPPO
	If needed, considering flexible SPS/CG configuration, finer granularity CG/SPS configuration, multiple SPS/CG configuration, etc.



Summary of question 4a: “How could this issue be resolved or mitigated?”:
The following potential solutions were mentioned by the companies:
· Support for finer granularity SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof
· Adjustment of SPS/CG resource by RRC reconfiguration (as per current specification)
· More efficient adjustment of SPS/CG resource timing in the UE as compared to RRC reconfiguration, e.g. based on network configuration or dynamic network signalling and which could be based on knowledge of TSN traffic pattern
· Applying de-jittering buffers at the edges of 5G system (i.e. outside of RAN)

2.5		TSN system synchronized with external clock
As captured by SA1 requirements in section 5.6 of [1], 5G system should support TSN services that are synchronized with external clocks. This is also presented in section 6.11 of [5] where 5G uses its own Grand Master clock which is different from the one used by TSN network. Such external clock may not be synchronized with clock used by NR, thus e.g., time offset and drift between the clocks will occur. In consequence, SPS/CG scheduling will be impacted by external clock’s drifting. For example, if TSN clock has 32 ppm accuracy (stratum-4 level of clock), SPS/CG scheduling would have to be adjusted by up to 32µs in each second, compared to a constant periodicity in order not to miss packets or cause unnecessary delay for ongoing packet transfer synchronized with TSN clock. 
Question 5: Do companies agree that drift between 5G internal clock and external clocks (i.e. the ones used by TSN network) can lead to the need of having to adjust CG/SPS configurations frequently?
	Company
	Yes/No
	Comments

	DOCOMO
	Not sure
	We agreed to use black box approach, how to ensure sync. Bw 5G internal clock and external clocks is out of RAN2 scope? Unless we are requested to handle such case, we do not need to discuss this issue for now

	Nokia
	Yes
	5G system may have multiple TSN networks/domains connected to it and each of those can work with their own external TSN GM clock (as captured by the requirement of SA1). It cannot be always assumed that the clocks will be synchronized with 5G GM clock and hence the drift may happen over time.

	Qualcomm
	No
	We believe frequent CG/SPS adjustments are not needed.
A TSN master clock should be significantly more accurate than 32ppm (32ppm is ~2seconds/day), given  it also has to provide microsecond level synchronization to TSN end-nodes for the synchronization use-case in TSN. 
Hence drift will be low and CG/SPS will only have to be adjusted occasionally. For instance, a stratum-3 clock with 4.6 ppm accuracy drifts by 0.5 ms (NR slot duration for 30 kHz SCS) over 108 seconds, A stratum-2 clock with 0.016 ppm accuracy drifts by 0.5 ms over 31250 seconds.

	LG
	No
	First, we believe timing drift would not be large. 
Secondly, if there is timing drift, the reference clock needs to be adjusted rather than CG/SPS configuration.

	Ericsson
	No
	SA1 had no discussion whatsoever about the accuracy class of the GM clock. 
Given the high sync accuracy requirements of 1µs/10µs, we doubt such a bad stratum class clock is used.  Indeed, a +/- 32ppm oscillator is even worse than an oscillator in the cheapest mobile phone over complete temperature range from -20 Celsius to 85 Celsius. If a 32ppm oscillator is used for the TSN GM clock, the corresponding time accuracy requirement/expectation should be in milliseconds. Thus, we believe a much better stratum-class clock would be used to achieve the sync accuracy of 1µs/10µs.
Additionally, 32 ppm drift is defined over the temperature not over the time. In other words, it means a worst drift of 32 parts per million over 1 Celsius change in temperature, not over one second. The latter implies an extreme temperature drift rate of 1 Celsius per second on a chipset.  
To sum up, the drift rate of 32ppm per second in not a realistic target implementation that targets a very accurate sync performance. 

	Samsung
	No
	How to support synchronization between 3GPP internal clock and TSN external clock is out of RAN2 scope. SA2 is discussing this issue whether it is a real issue or how to support it. RAN2 can start work after SA2 decision.

	MediaTek
	No
	It seems odd to have tight delay or accuracy requirements (e.g. < 1us) with a clock that drifts 32 us per second. If the clock is of a poor quality, then one can assume that jitter is also acceptable to the system.

	Huawei
	No
	The synchronization between 5G internal clock and TSN external clock is beyond RAN2 scope. We can discuss this issue when we are requested to handle such issue.

	ZTE
	No
	We have sympathy with comments from LG, Samsung etc. 
Moreover, we think gNB can mainly refer to the TSN traffic pattern when it provides or adjusts CG/SPS configurations. It’s difficult for gNB to consider time drift between 5G internal clock and external clocks. 
If the external clock have a fixed timing offset with the 5GS clock, 5GS UE or core network may adjust the reference time or offset in TSN traffic pattern based on the 5GS clock, which does not impact gNB’s process. If the external clock drifts dynamically (e.g. the time offset between the external clock and the 5GS clock is not fixed), from 5GS perspective, the periodic traffic pattern based on the external clock may be changed to an aperiodic traffic, and then only dynamically scheduling can be used instead of the CG/SPS.

	CMCC
	No
	The options for time synchronization using TSN listed in TR23.734 are still under discussion. Whether the UE acts as a boundary master clock or not has not decided yet. And in some options, the entire 5G system can be kept untouched with 5G blackbox model, so there will be minimal impact on the 5G system nodes and the translator/adaptor function located at the edge of 5G system, can take care all 802.1AS related functions. Therefore, it cannot be always assumed that drift between 5G internal clock and external clocks can lead to the need of having to adjust CG/SPS configurations frequently.

	Xiaomi
	No
	Same view with Ericsson

	III
	No
	If 5G reference clock can sync to external clock on a regular basis, frequent CG/SPS adjustments are not necessary. Multiple CG/SPS configurations with shifted starting resource period can address the problem though it is not a resource efficient way. On the other hand, if gNB can derive clock drift information from UE, parameters of CG/SPS configuration can be adjusted accordingly to compensate the drifting effect. 

	Apple
	No
	We agree with other companies on the point that how to support synchronization between 3GPP internal clock and TSN external clock is out of RAN2 scope.

	Intel
	No
	RAN2 does not need to handle this issue unless explicitly asked by other WGs (e.g. SA2).

	CATT
	No
	We share the same view as Ericsson.

	vivo
	No
	We share the same view with QC. More discussion in SA is probably needed.

	NEC
	No
	We assume 5G system (gNB) master clock and external Grand master clock (GMC) should have more accuracy, e.g. at least Stratum 2 or Stratum 3 level clock will be used at gNB. The gNB has to correct clock from GMC. As the gNB will be broadcasting reference time through SIB, with reference time correction, all the nodes can be assumed to be in synchronization. 
However, the synchronization of between 5G system and external clock is outside the RAN2 scope as some companies commented. It would be difficult to proceed further for this now.

	Sequans
	No
	For now, we are not convinced there is an issue to solve.

	Lenovo/MotM
	No
	Time synchronization between external clock and 5G internal clock should be guaranteed but this is not in the scope of RAN2. Adjust SPS/CG configuration to guarantee time synchronization is not the way-forward.

	OPPO
	No
	This is the issue on how to synchronize 5G internal clock and external clock, and it is out of RAN2 scope.



Summary of question 5: “Do companies agree that drift between 5G internal clock and external clocks (i.e. the ones used by TSN network) can lead to the need of having to adjust CG/SPS configurations frequently?”:
· Yes: 1 company
· No: 18 companies
· Not sure: 1 company
Rapporteur comments:
Vast majority of companies does not think that clock drift is an issue which should be handled in RAN2 indicating the following arguments, e.g.:
· TSN GM should have good enough accuracy if such is required for the service to work
· Lack of clear issue statement and requirement from SA1 or SA2
· This can be handled outside of RAN, e.g. by adjusting TSN schedules or synchronizing clocks without involving RAN and this should be discussed in SA2 first, if needed
Question 5a: How could this issue be resolved or mitigated?
	Company
	Comments (proposal of the solution / solution direction)

	DOCOMO
	Even if it is problematic, multiple CG configurations can be used to relax/solve this issue, the starting offset between any adjacent configurations can be 1 symbol for 30KHz SCS (about 35us).

	Nokia
	It is true that similar solutions as for issue mentioned in section 2.4 could be utilized, but, again, those would make radio resources being utilized in a non-efficient way. It would be preferred to allow more signaling-efficient adjustment of offset at the UE side, e.g. based on network pre-configuration or dynamic network signaling.

	Qualcomm
	Updating SPS/CG allocations using DCI

	LG
	Broadcast the time adjustment of reference clock.

	Ericsson
	We do not believe this is an issue. 

	Samsung
	As mentioned by Nokia, similar solutions as 2.4 could be used. But it depends on SA2 conclusion e.g. gNB knows the time drift between clocks or UE knows the time drift,

	MediaTek
	There is no problem to be solved here.

	Huawei
	We can discuss this issue when we are requested to handle such issue.

	ZTE
	According to our comments to Question 6, we agree with Samsung that it depends on SA2 conclusion on whether this is an issue and which node can determine the time drift between clocks. And then such time drift may have impacts on TSN traffic patterns.

	CMCC
	See replied to the Q5.

	Xiaomi
	Not an issue to resolve

	III
	If this is an issue. In additional to relying on multiple CG configurations with staggered starting offset. Dynamic UL grant can be adopted as a complementary scheme to compensate misalignment if the timing drift gap is getting larger and above a threshold.  

	Intel
	See reply to Question 5.

	CATT
	We are not convinced this is an issue.

	vivo
	If companies consider that this is an issue to be resolve, we think that the DL SPS or UL CG can be reactivated via DCI to change the allocated resource occasion.

	NEC
	No Issue to be solved in this context

	Sequans
	No issue for now.

	Lenovo/MotM
	Not an issue to be resolved in RAN2

	OPPO
	We can go back if there is a requirement from other work group.



Summary of question 5a: “How could this issue be resolved or mitigated?”:
Most companies believe this is out of scope of RAN2, but some companies indicate that the solutions mentioned for issue in section 2.4 could also be used.
2.6		Mobility of UE serving deterministic TSN traffic flows 
As captured in section 5.2 of [1], in many factory automation use cases, the devices (and thus the UEs) are mobile, e.g. with speeds up to 75 km/h for a motion control use case. The enhancements towards supporting (close to) 0ms handover are of course useful for such applications, but are out of scope of this Study Item. However, another issue to be potentially solved is how to ensure that a UE which is serving periodic and deterministic traffic using CG or SPS configurations, after being handed over to a neighbouring cell, can still meet the service requirements in terms of delay/jitter and periodicity considering that the resources required to achieve that, can already be allocated for other Ues in the target cell.
Question 6: Do companies agree that it is important to ensure that proper time resource allocations are maintained for the UE serving deterministic TSN traffic during and after handover to the neighbouring cell, so that traffic’s jitter and latency requirements are continuously met?
	Company
	Yes/No
	Comments

	DOCOMO
	Yes
	We agree it is important. We may address the case if time is allowed when we establish the normal case e.g. Ues with low/limited mobility and/or RAN2 is requested to address such cases by e.g. SA2 and/or RAN3.

	Nokia
	Yes
	The reference in terms of requirements should be TS 22.104, which already captures many use cases where mobility is required. Also, an LS from SA2 in S2-1813392 mentions the need to meet deterministic QoS during the handover.

	Qualcomm
	Yes
	

	LG
	Yes
	However, it could be deprioritized in Rel-16, or studied after Mobility Enhancement WI is completed.

	Ericsson
	Yes
	The mobility of the UE is mentioned in the SA1 requirement and we should maintain the determinism of TSN traffic (i.e., the jitter and latency requirements are met) during and after the handover (if a handover to a neighboring cell is needed).

	Samsung
	Yes
	

	MediaTek
	Yes
	Of a much lower priority as Docomo suggests.

	Huawei
	Yes
	The QoS requirements of deterministic TSN traffic should be fulfilled, including during and after handover.

	ZTE
	Yes
	We also agree that the traffic jitter and latency should be continuously met during handover.  

	CMCC
	Yes
	We agree this is required by the TSN traffic. We can discuss this issue if time budget is enough.

	Xiaomi
	Yes
	

	III
	Yes
	We agree the necessity of keeping traffic’s jitter and latency bounded even after handover, e.g., in AGV use case. And we think this effect could be alleviated if dual connectivity with PDCP duplication is available.  

	Apple
	Yes
	We agree the QoS requirement should be met during the mobility.  

	Intel
	Yes
	We agree that it is important to guarantee the resource availability during handover, however the topic is out of scope of this SI and should have lower priority. If this topic is to be discussed, our understanding is that resource allocation maintenance after handover can be left to network implementation by utilizing existing framework of inter-Node RRC message (e.g. HandoverPreparationInformation).

	CATT
	Not sure
	We agree with above companies that the QoS requirements of deterministic TSN traffic should be fulfilled, including during and after handover. However it must be clarified which QoS requirements. Indeed, Rapporteur’s TP R2-1818779 on TSN requirements focuses on the most stringent usecases, as captured in Tables 6.3.1-1 and 6.3.1-2, which is the right thing to do in this SI. And as can be observed all mentioned usecases are for quite small service areas:
< 2500m2 = ~28m cell radius for time synchronization requirements; and
< 100 m x 100 m x 30 m for latency reliability requirements.
In both cases it is questionable why would multiple cells, involving handovers, be needed to cover such small service areas with such stringent latency/reliability/synchronization requirements. On the contrary a single geographical cell (potentially w/t multiple TRPs) might be best suited. 

	vivo
	Yes
	From our understanding, it seems that the solutions for the NR mobility enhancement could probably improve the handover performance so as to achieve the QoS requirements of the I-IOT traffic.

	NEC
	Yes
	

	Sequans
	Yes
	

	Lenovo/MotM
	Yes
	The performance of TSN traffic should be guaranteed during handover. But could set lower priority and not sure whether this issue should be discussed in here, maybe in mobility enhancement WI or in RAN3

	OPPO
	Yes
	We agree it is important, but mobility related part is out of IIoT SI. Maybe we can discuss it in mobility enhancement WI.



Summary of question 6: “Do companies agree that it is important to ensure that proper time resource allocations are maintained for the UE serving deterministic TSN traffic during and after handover to the neighbouring cell, so that traffic’s jitter and latency requirements are continuously met?”:
· Yes: 19 companies
· No: 0 companies
· Not sure: 1 company
Rapporteur’s comments:
Some companies indicate that this would be lower priority compared to stationary case and some companies indicate that solutions strictly related to mobility enhancement should be covered by mobility enhancements WI.
Question 6a: How could the above be ensured?
	Company
	Comments (proposal of the solution / solution direction)

	DOCOMO
	The solutions proposed in TR 23.725 for Key Issue #2 and Key Issue #3 can be the starting point. For example:
· Coordination between the target node and source node on the resource pre-reservation;
· Higher layer or physical layer duplications from both target node and source node until handover is successfully completed. 


	Nokia
	This could be solved, e.g., by exchanging the information similar to the one mentioned in section 2.1 of this document (periodicity, message size, offset, etc.) between the source and target gNB during handover to ensure that resources for the UE are available at the target cell with zero or negligible delay. Similar to Docomo’s view, data duplication from both target node and source node during the handover may also be beneficial. 

	Qualcomm
	QoS requirements can be forwarded during handover

	LG
	Could be studied after Mobility Enhancement WI is completed.

	Ericsson
	There is a need to properly and quickly allocate the CG/SPS in the target gNB and we can solve this by delivering the traffic characteristics from the source gNB to the target gNB and transmitting the configurations already in the handover command. 
We prefer the detailed solutions are specified in the mobility enhancement WI, since this aspect is very related with the features listed in the WID RP-181433, such as RACH-less handover, Make-before-break handover and conditional handover, etc. 

	MediaTek
	As the handover is controlled by the NW, the NW can do the necessary coordination to ensure that resources are reserved on the target cell prior to the handover. The remaining issues around delay/jitter can be resolved in the mobility WI where solutions for ‘make-before-break’ are to be discussed.

	Huawei
	During handover, the TSN traffic characteristics, for example, uplink TSN traffic pattern in Question 1, can be delivered from the source gNB to the target gNB. Based on the traffic characteristics, the target gNB can pre-configure proper Configured Grants to the UE though handover command. The pre-configured Configured Grants can be used as soon as handover is completed. 
Also agree with DOCOMO that duplications from both target node and source node during handover can be adopted to fulfill QoS requirements.

	ZTE
	Agree with DOCOMO and Nokia that data duplication on both source node and target node (using preconfigured resource) can be used during handover.

	CMCC
	We also prefer to discuss the detailed solutions in the mobility enhancement WI. 

	Xiaomi
	Can be discussed together with mobility enhancement WI

	III
	If 5G core can define a flow ID with respect to TSN traffic, overhead of traffic information exchange between target and source gNB could be less. If resource cannot be reserved in advance in target gNB, priority related message is necessary for target gNB to activate certain kind of pre-emption mechanism during and after handover.

	Apple
	NW coordination between target and source gNB is required, e.g. QoS requirement, timing adjustment of the resource allocation. 
We prefer to study it in mobility enhancement WI.

	Intel
	Can be left to network implementation, as in our answer to Question 6.

	CATT
	We must first determine which latency/reliability requirements must be fulfilled for TSN services requiring mobility/handovers over such large service area networks.

	vivo
	Same answer as for Q6.

	NEC
	Work on NR mobility enhancement can be done first, then we can consider this based on the outcome. 

	Sequans
	Same view as NEC.

	Lenovo/MotM
	The issue can be further discussed in mobility enhancement WI or in RAN3

	OPPO
	We prefer to discuss it in mobility enhancement WI.



Summary of question 6a: “How could the above be ensured?”:
The following solutions are mentioned by the companies:
· Coordination between the target node and source node on the resource pre-reservation, e.g. exchange of QoS and TSN traffic pattern information between source and target gNB during handover. Such information may be used by the target gNB to provide CG/SPS configuration already in the HO command
· Higher layer or physical layer duplications from both target node and source node until handover is successfully completed. 
Some companies indicated that strictly mobility related enhancements should be discussed as part of mobility enhancements WI.
· 
2.7		Co-existence of deterministic and non-deterministic traffic
In section 2.6 of [2] it is also captured that UEs need to be able to handle a mixture of periodic and non-periodic high priority traffic as well as best-effort type of traffic. Due to the high requirements for TSN traffic (high number of users with very short periodicity traffic), a significant portion of available physical resources will be reserved to TSN traffic. As allocations shift in time based on application clock drift (versus 5GS clock) and allocations are short and frequent, some time-frequency grid fragmentation is expected, see e.g. [4]. With the introduction of URLLC, co-existence with eMBB traffic was considered and led to several features to improve system efficiency in the mixed scenario. However, the supported load of TSN traffic in deterministic networks is expected to be higher than URLLC. As this is a primary use-case and also since traffic pattern is known in advance, less over-dimensioning is expected compared to e.g. ‘traditional’ URLLC traffic type.
Question 7: Do companies agree that resource utilization efficiency achievable with dynamic scheduling may be significantly impaired in case a large portion of time-frequency resources is pre-reserved for frequent periodic and deterministic traffic?
	Company
	Yes/No
	Comments

	DOCOMO
	Yes
	From operator’s point of view, we do not expect the cell is served only for specific URLLC Ues having deterministic and periodic traffic. For example, a factory may require to accommodate not only URLLC Ues having deterministic and periodic traffic, but also Ues having eMBB type of traffic (e.g., camera, factory operator taking video), sporadic traffic (e.g., emergency call), relaxed-latency traffic (e.g., sensors), etc. It is always important to improve system/spectrum efficiency.  

	Nokia
	Yes
	The periodic TSN traffic will have to co-exist with another, non-periodic types of traffic, e.g. URLLC or eMBB.

	Qualcomm
	No
	We do not foresee dynamic scheduling being “significantly impaired”.
There may be some opportunity for enhancement in RAN1, and RAN1 is aware of the traffic properties and is performing evaluation. So, this can be addressed in RAN1.

	LG
	Yes
	Thus, it should be avoided that large portion of time-frequency resources is pre-reserved for frequent periodic and deterministic traffic.

	Ericsson
	Yes
	

	Samsung
	Yes
	

	MediaTek
	Yes
	If a large portion of available resources are reserved, remaining resources will be fewer.

	Huawei
	No, with comments
	Agree with Qualcomm, we don’t think resource utilization efficiency achievable with dynamic scheduling will be significantly impaired if a large portion of time-frequency resources is reserved for periodic traffic, especially for downlink when dynamic scheduling is used to handle resource utilization. On the uplink, time-frequency grid fragmentation could be expected when Configured Grants are used, then Inter-UE prioritization may be a solution.

	ZTE
	Yes
	Based on the current resource configuration, only time continuous resource (e.g. with startSymbolAndLength parameter) can be allocated. That means, if there exist some CG/SPS resources configuration, especially with short periodicity, it’s highly possible the resources in the interval between CG/SPS configurations would be not enough for other service or UE. 
Therefore, (lots of) resource fragments will inevitably appear if lots of resources with small granularity are reserved or allocated for TSN service.

	CMCC
	Yes
	It is necessary to provide the flexibility to the network to allow the dynamic scheduling, which is more flexible and can provide the resource to the eMBB service or the retransmission of failed transmission data in CG/SPS. 

	Xiaomi
	Yes
	

	III
	Yes
	In this case, it is inevitable to have resource collision between dynamic scheduling and CG/SPS based scheduling. Solution can be found from the discussion of eURLLC and/or IIoT SIs, wherein physical layer impacts of inter-UE or intra-UE prioritization/multiplexing are addressed in RAN1.

	Apple
	Yes
	

	Intel
	No
	Our understanding is that Rel-15 NR is designed to support the multiplexing of URLLC and eMBB UEs efficiently in the same cell. Therefore, the issue under discussion is mainly a network dimensioning issue. Depending on details of potentially new DL SPS configurations targeting TSN use cases, if resource utilization issues are identified, they can be handled in RAN1. At this point, Rel-15 NR is sufficiently flexible in terms of both time- and freq-domain resource allocation, and enhancements are not warranted towards enhancing resource sharing efficiency between DL SPS and dynamically scheduled PDSCH.

	CATT
	No
	If the time-frequency resources pre-reserved for periodic and deterministic TSN traffic consume a large fraction of the spectrum but they are all actually used by data transmissions, then the spectrum is not wasted.
The question arises if the traffic pattern is periodic but not always there, resulting for example in a significant fraction of configured resources to be skipped. But this can be addressed by scenario #2 of the Intra-UE prioritization discussion (UL PUSCH prioritization between configured grant and dynamic grant). Indeed, as also mentioned in our reponse to this other email discussion, NW can schedule a dynamic UL grant for eMBB (overlapping with a configured grant) to be used by the UE in case it has no data for the configured grant and would have skipped it. This is a way to improve the resource efficiency, also considering the higher configured grant density expected in rel-16.

	Vivo
	No
	More evaluation is probably needed in RAN1 on the resource allocation of the CG and SPS.

	NEC
	Yes
	If the target use case is only some IIoT private network having deterministic traffic the most and very rare non-deterministic traffic, a large amount of resource pre-reservation may not be a critical issue. However, we need common mechanism to other network, e.g. having non-deterministic eMBB traffic frequently to some extent

	Sequans
	Yes
	

	Lenovo/MotM
	Yes
	In co-existence scenario, if large portion of resource is reserved by SPS/CG for short periodicity and deterministic TSN traffic, the resource maybe fragmented in time domain. Then there will introduce limitation for dynamic scheduling

	OPPO
	Yes
	In URLLC and eMBB co-existing scenario, only sparse resources are left for scheduling eMBB transmission considering part of resource has been reserved for URLLC. Thus, how to improve PDCCH scheduling efficiency is very important.



Summary of question 7: “Do companies agree that resource utilization efficiency achievable with dynamic scheduling may be significantly impaired in case a large portion of time-frequency resources is pre-reserved for frequent periodic and deterministic traffic?”
· Yes: 15 companies
· No: 5 companies
Rapporteur comments:
Majority of the companies indicate that the discussed issue may occur. However, according to the companies, the situation may be addressed using solutions with either specification impact or no specification impact (see below). The need for discussions in RAN1 is also mentioned by some companies.
Question 7a: How could this issue be resolved or mitigated?
	Company
	Comments (proposal of the solution / solution direction)

	DOCOMO
	Improvement of resource utilization efficiency is expertised in RAN1. Scheduling enhancements and inter-UE/intra-UE multiplexing/prioritization could be approaches. In RAN1, for inter-UE multiplexing/prioritization e.g. b/w eMBB and URLLC, power-domain multiplexing and UL pre-emption indication is under discussion. Another approach is to deploy gNBs or TRPs densely such that (1) for a given area, load of each node is reduced, and/or (2) interference and outage are well controlled. 

	Nokia
	It is true that existing inter-UE prioritization methods could be used to some extent, but since the schedule of the periodic TSN traffic is well-known to the gNB, it would be beneficial to take advantage of this knowledge to support e.g. scheduling of non-adjacent resources (i.e. around CG/SPS occasions configured to the same or other UEs). We agree those aspects would have to be discussed mainly in RAN1 during the WI phase.

	Qualcomm
	Even though impairments may not be significant, RAN1 can address them.

	LG

	A mechanism should be introduced to use CG/SPS resource only when there is actual data available for transmission. More dynamic and efficient on/off mechanism is needed for CG/SPS.

	Ericsson
	We think this is one of the motivations for UL intra-UE preemption for data versus data case (see email discussion [104#38][NR_IIOT]) and UL inter-UE preemption discussed in RAN1. The solutions should be discussed there.

	Samsung
	eMBB data could use CG/SPS resource originally assigned only for URLLC, when UE does not have pending URLLC data.

	MediaTek
	If the resources are used up because of the amount of traffic served, this should be solved by NW deployment rather than by RAN2. Intra-UE prioritization should not be seen as an RRM mechanism.

	Huawei
	Inter-UE prioritization may be used to further improve resource utilization efficiency. This issue should be discussed by RAN1.

	ZTE
	Besides some existing or under-discussion optimizations for intra-UE or inter-UE resources overlapping, we think additional enhancements still can be considered. For example, if CG/SPS resources have been allocated, the discontinuous resources among which there have CG/SPS resources still can be allocated to other service or Ues, with invalid time and/or frequency resources indication to mark the allocated CG/SPS resources.

	CMCC 
	Scheduling enhancements and inter-UE/intra-UE multiplexing/prioritization is aimed to effectively address this issue. And more study is needed in RAN1.

	Xiaomi
	RAN1 to take care of the inter-UE prioritization issue

	III
	In addition to solutions of on-going inter-UE/intra-UE prioritization, which mainly focus on one BWP. Traffic switch among BWPs can also be considered. For avoiding performance degradation due to resource unavailability, whenever collision happens, gNB may direct the dynamic traffic to another BWP with fewer SPS or CG deployment. Since most of dynamically scheduled traffics are not time sensitive, the issue of additional latency induced by BWP switching could be less. 

	Apple
	The resource utilization improvement should be studied under the topics of inter-UE and intra-UE prioritization. 

	Intel
	See our reply to Question 7.

	CATT
	See our answer to Q7.

	Vivo
	Some redundant resources which are configured in either UL or DL to handle the latency requirement can be ignored by the UE, and skipping the redundant resources could ease this issue. The intra-UE prioritization on the UL grant could also improve the performance for the URLLC service.

	NEC
	Further study required in RAN1 first, because the issue is radio resource utilization

	Sequans
	We agree with Nokia that knowledge of TSN traffic pattern could help.

	Lenovo/MotM
	RAN1 can take care of this issue

	OPPO
	Preemption can be used for this issue and the details can be discussed under RAN1 preemption topic to improve scheduling efficiency.



Summary of question 7a: “How could this issue be resolved or mitigated?”:
The solutions mentioned by the companies include:
· Intra- and inter-UE traffic multiplexing/prioritization
· Network deployment should solve it, e.g. via denser gNB or TRP placement
· Allow scheduling of non-adjacent resources with dynamic grants
· More efficient on/off mechanism for CG/SPS
Some companies indicate as well that this issue should be discussed in RAN1. Rapporteur would like to clarify that the questions were intended for the use case where CG/SPS allocations are used for periodic traffic and thus intra-UE multiplexing or enhanced on/off mechanisms would not be relevant solutions here as they assume that CG/SPS grant would not always be used for high priority traffic, which is not the case. 
3	Summary
20 companies participated in the e-mail discussion and all companies provided reply for all the questions. The replies are summarized above. Based on the views expressed by the companies, the following is proposed:
Proposal 1: Adopt the Text Proposal in the Annex capturing TSN traffic characteristics as well as potential issues and solutions.
Proposal 2: Send an LS to SA2 informing them that it is beneficial for RAN to receive TSN traffic parameters such as message periodicity, message size and reference time/offset. 
Proposal 3: Discuss further whether information about survival time is beneficial for RAN and potentially include it in the LS to SA2.
It is not proposed to send an LS to RAN1 or RAN3 at this stage as their involvement should be clarified when discussing Work Item scope.
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[bookmark: _Toc528239057][bookmark: _Toc528838256]6.2	TSN use cases, scenarios and architectures
Editor’s note: RAN3 responsibility
[bookmark: _Toc528239058][bookmark: _Toc528838257]6.3	TSN performance evaluation
[bookmark: _Toc528239059][bookmark: _Toc528838258]6.3.1	Requirements
Editor’s note: RAN2 responsibility
[bookmark: _Toc528239060][bookmark: _Toc528838259]6.3.2	Physical layer aspects
Editor’s note: RAN1 responsibility
[bookmark: _Toc528239061][bookmark: _Toc528838260]6.3.3	Protocol aspects
Editor’s note: RAN2 responsibility
[bookmark: _Toc528239062][bookmark: _Toc528838261]6.3.4	Radio access network aspects
Editor’s note: RAN3 responsibility
[bookmark: _Toc528239063][bookmark: _Toc528838262]6.4	Accurate reference timing provisioning
Editor’s note: RAN2 responsibility with potential network interfaces impacts handled by RAN3
[bookmark: _Toc528239064][bookmark: _Toc528838263]6.5	QoS and scheduling enhancements
Editor’s note: RAN2 responsibility with potential PHY impacts handled by RAN1
[bookmark: _Toc532987540]6.5.1	Overview of traffic characteristics in TSN use cases
In TSN use cases, e.g. in a future factory environment, the UEs need to handle a mixture of the following different traffic:
· multiple periodic streams, of different periodicities, of critical priority, for example multiple TSN streams coming from different applications; 
· aperiodic critical priority traffic that is the result of critical events, like alarms, safety detectors that need to be informed about the occurrence of a critical event; 
· best effort type of traffic such as eMBB traffic, internet traffic, or any other traffic supporting factory operations.
6.5.2	Issues and solutions related to TSN traffic support in NR
Table 6.5.2-1 presents TSN traffic characteristics, which may have impact on the current QoS/scheduling framework in NR. Potential approaches to resolve those impacts are also listed, which include solutions with both specifications impact and no specifications impact.
Table 6.5.2-1	TSN traffic characteristics with potential issues and enhancements
	No.
	TSN traffic characteristic
	Description
	Potential solutions and enhancements

	1
	Deterministic nature of TSN traffic
	As captured in TS 22.104 [x], TSN traffic is often periodic, deterministic (meaning that the delay between transmission of a message and receipt of the message at the destination address needs to be stable (within bounds)) and with a message size which is fixed or in a specified range.
	Knowledge of TSN traffic pattern is useful for the gNB to allow it to more efficiently schedule either via CG/SPS or dynamic grants. It would be beneficial to provide the relevant information, e.g. upon QoS flow establishment. The provided information should at least include message periodicity, message size and reference time/offset. Additionally, such information as survival time could be considered, if deemed useful.
The information could be provided either from the Core Network or from the UE, but since Core Network interacts directly with the TSN network and possesses all the required information, it is preferred for this information to be signaled from the Core Network.

	2
	Short periodicities of TSN messages
	As captured in section 6.3.1, the periodicity of the TSN flows, which need to be supported over NR can be as low as 0.5ms. Currently, configured grants can be set with the periodicity as low as 2 symbols, which spans between ~18us and ~143us depending on the subcarrier spacing. Therefore, in uplink direction, low periodicities of traffic can be supported. On the other hand, TSN communications is bi-directional while for DL direction, the minimum periodicity for SPS configuration is currently 10ms, which is not sufficient to support of periodic TSN traffic.
	In order to support TSN traffic flows with very short periodicities in DL direction, it is beneficial to support additional, shorter SPS periodicities. Using SPS has an advantage over dynamic scheduling utilization, since it allows reducing PDCCH overhead and increasing reliability by avoiding control channel blocking.

	3
	Multiple TSN flows in a single TSN device
	As captured in section 6.5.1, a single UE may need to handle “multiple periodic streams, of different periodicities, of critical priority, for example multiple TSN streams coming from different applications”. Therefore, a solution to serve multiple TSN traffic flows in a single UE may be required.
	In order to serve multiple TSN flows simultaneously, it is beneficial to support multiple Configured Grant as well as SPS configurations in the single UE, for a given Bandwidth Part of a serving cell.

	4
	TSN message periodicities with non-integer multiple of NR supported periodicities
	In TSN use cases, the periodicity of data packets which are sent depends on application and in majority of the cases, it is not possible to modify it. There may be use cases where periodicity values are not multiple of NR slot or symbol period, which are used to configure CG/SPS periodicity. The severity of this issue depends on the traffic’s latency requirement and the frequency of misalignment occurrences.
	The following solutions could potentially help in resolving or mitigating the issue:
· Adjustment of SPS/CG resource by RRC reconfiguration (as per current specification)
· [bookmark: _Hlk944152]Usage of short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof (for SPS, support for shorter periodicities than those available in Rel-15 may be required)
· More efficient adjustment of SPS/CG resource timing in the UE as compared to RRC reconfiguration, e.g. based on network configuration or dynamic network signalling and which could be based on knowledge of TSN traffic pattern
· Applying de-jittering buffer at the edges of 5G system

	5
	TSN system synchronized with external clock
	As captured by SA1 requirements in section 5.6 of TS 22.104 [x], 5G system should support TSN services that are synchronized with external clocks. Such external clock may not be synchronized with clock used by NR, thus e.g., time offset and drift between the clocks may occur.
	Even though the issue can potentially impact scheduling, it is at the moment understood that, if it occurs, it can be resolved outside of RAN, e.g. by using clocks with sufficient accuracy or adjusting the clocks without RAN involvement. 
Therefore, work on dedicated solutions in RAN is not deemed required at the moment, although the solutions mentioned in row 4 of this table could be applicable.

	6
	Mobility of the UE serving deterministic TSN traffic flows
	As captured in section 5.2 of TS 22.104 [x], in many factory automation use cases, the devices (and thus the UEs) are mobile, e.g. with speeds up to 75 km/h for a motion control use case. It is important to ensure that a UE which is serving periodic and deterministic traffic using CG or SPS configurations, after being handed over to a neighbouring cell, can still meet the service requirements in terms of delay/jitter and periodicity considering that the resources required to achieve that, can already be allocated for other UEs in the target cell.
	The following solutions can address this issue:
· Coordination between the target node and source node on the resource pre-reservation, e.g. exchange of QoS and TSN traffic pattern information between source and target gNB during handover. Such information may be used by the target gNB to provide CG/SPS configuration already in the HO command
· Higher layer or physical layer duplications from both target node and source node until handover is successfully completed. 
· Other solutions, e.g. those developed as part of 3GPP work devoted to mobility enhancements, could also apply

	7
	Co-existence of deterministic and non-deterministic traffic
	As captured in section 6.5.1, UEs need to be able to handle a mixture of periodic traffic with non-periodic high priority traffic as well as best-effort type of traffic. Due to the high requirements for TSN traffic (high number of users with very short periodicity traffic), a significant portion of available physical resources will be reserved to periodic high-priority TSN traffic. This may lead to inefficiencies in dynamic scheduling of other types of traffic.
	The potential solutions to the issue include:
· Intra-UE or Inter-UE traffic multiplexing/prioritization or pre-emption, for example, using solutions described in TR 38.824 [REF] or by allowing scheduling of non-adjacent resources with dynamic grants. 
· Deploying the network accordingly, e.g. via denser gNB or TRP placement (no specification impact)



It should be noted that solutions for issues 2, 3, 4 and 7 may require modifications to physical layer specifications and the PHY layer impacts were not fully analysed.
<END OF THE TP>

