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1	Introduction
IAB WID in [1] captures the following objectives related to specification of RLF handling in IAB based networks:
	· [bookmark: _Hlk531191940]Specification of an IAB-node following architecture 1a including [RAN2-led, RAN3]: 
· (…)
· Hop-by-hop propagation of signalling to support low latency scheduling (e.g. TR 38.874 clause 8.6), BH RLF handling (e.g. TR 38.874 clause 9.7.14-15) and resource coordination across the multi-hop topology (e.g. TR 38.874 clause 7.3.3). 



	· Specification of procedures for IAB-node integration and topology adaptation, including [RAN3-led, RAN2]:
· (…)
· Specification of IAB-node migration underneath the same IAB-donor (with or without a change of IAB-donor DU), and between different IAB-donors. Migration of IAB-node could be network-controlled or could be due to BH RLF. 



	· [bookmark: _Hlk530593150]Specification of signalling for L2 transport and resource management [RAN2-led, RAN3, RAN1]:
· (…)
· [bookmark: _Hlk531256143]Specification of BH RLF handling (e.g. downstream BH RLF notification).



According to the above, there are two main aspects related to backhaul link RLF handling, i.e. how to signal RLF occurrence to other IAB nodes which may be affected and how to ensure that an alternate route is available for backhauling the traffic as soon as possible. Additionally, different solutions and behaviours may apply depending on whether the IAB node experiencing an RLF while being single connected or dual-connected. This contribution focuses on RAN2 aspects of those two scenarios and identifies potential specification gaps, which would have to be filled in order to ensure robustness in IAB network deployments.
2	RLF in dual-connected IAB node
The procedure for this scenario is described in [2] and the following figure (also from [2]) summarizes it:


Figure 9.7.13-1: Scenario 1: BH topology with BH RLF (1a) and after recovery using existing backup link (1b)
As mentioned in the TR, it is assumed in this scenario that an IAB node is taking an advantage of dual-connectivity feature to establish simultaneous connections to two upstream nodes. In consequence, two routes exist between the IAB node and Donor CU. This can be by providing proper adaptation layer and routing configuration from Donor CU to the IAB node, which we discuss in our paper dedicated to adaptation layer design in [3]. Further in the procedure, the following step is mentioned:
	2. The MT may report MCG RLF over SCG RRC to the CU-CP using NR DC procedures. This step implies that such reporting is supported by NR DC. In case the SCG link is in RRC inactive state the MT will resume the RRC connection on this link.



First of all, in the described procedure there seems to be some misconception of how RRC Inactive state works currently as the RRC state is defined for a UE and not per Cell Group. SCells can be deactivated on both MCG and SCG, but PCell (for MCG) and PSCell (for SCG) are always active once configured. This does not have to mean that SCG, once configured, is always used for backhauling the data, because that depends from how routing tables are configured as we discuss in [3]. However, from radio perspective (PDCCH monitoring, RLM, RRM measurements etc.), once NR-DC is configured, the SCG path is always active and we do not think there is a reason to change that behaviour for IAB. There are other ways to address non-active secondary path cases, e.g. using conditional handover, as we discuss in section 3 of this paper. 
Proposal 1: In IAB scenarios, once SCG is configured for a MT in IAB node, PSCell is always active, i.e. in the same way as currently specified for NR-DC (no specifications changes are needed for this purpose).
Secondly, in the procedure the assumption is made on the support of MCG RLF reporting via SCG and unfortunately, according to current NR-NR DC behaviour, this is not supported. The behaviour upon RLF is different for MCG and for SCG and is described in [4] in the following way:
	[bookmark: _Toc535235055]7.7	SCG/MCG failure handling
RLF is declared separately for the MCG and for the SCG.
If radio link failure is detected for MCG, the UE initiates the RRC connection re-establishment procedure.
The following SCG failure cases are supported:
-	SCG RLF;
-	SN change failure;
-	For EN-DC, NGEN-DC and NR-DC, SCG configuration failure (only for messages on SRB3);
-	For EN-DC, NGEN-DC and NR-DC, SCG RRC integrity check failure (on SRB3).
Upon SCG failure the UE suspends SCG transmissions for all radio bearers and reports the SCG Failure Information to the MN, instead of triggering re-establishment.
In all SCG failure cases, the UE maintains the current measurement configurations from both the MN and the SN and the UE continues measurements based on configuration from the MN and the SN if possible. The SN measurements configured to be routed via the MN will continue to be reported after the SCG failure.
NOTE:	UE may not continue measurements based on configuration from the SN after SCG failure in certain cases (e.g. UE can not maintain the timing of PSCell).
The UE includes in the SCG Failure Information message the measurement results available according to current measurement configuration of both the MN and the SN.	The MN handles the SCG Failure Information message and may decide to keep, change, or release the SN/SCG. In all the cases, the measurement results according to the SN configuration and the SCG failure type may be forwarded to the old SN and/or to the new SN.



As far as SCG failure (or SCG RLF) is concerned, the UE will keep on measuring the measurements configured by the SCG, but will suspend SCG transmissions for all radio bearers (i.e. transmissions over SCG bearers and over SCG part of split bearers) and will initiate SCG Failure Information reporting procedure via MCG. Based on the received report the MCG may decide to reconfigure the SCG by considering the included measurements and other available information. This case seems to be well covered by the current NR-DC design in a way which can ensure low interruption time for IAB traffic.
Observation 1: No modifications to SCG RLF handling are required for support of IAB scenarios.
The situation is different for the MCG. According to the fragment of [4], as quoted above, upon detecting RLF on MCG, the UE should initiate RRC connection re-establishment procedure. This procedure is rather heavy, since it leads to UE suspending all of its radio bearers except SRB0, resetting MAC protocol, releasing configuration of all SCells and SCG configuration as well as releasing configuration of practically all other features (e.g. assistance information). After that the UE needs to perform selection process and once a suitable cell is identified, the UE sends RRC Reestablishment Request message using parameters signalled in SIB1 and default configurations of PHY and MAC layers. If the cell selected by the UE is prepared, i.e. the hosting gNB possesses UE context or is able to fetch it from the previously serving cell (as indicated by the UE in the re-establishment request), the RRC connection will be resumed. However, the whole process is very lengthy. What is even more important, such interruption time could be easily avoided considering that the SCG link is still of good quality when the RLF is experienced on MCG. Furthermore, it is very likely that one of the SCG cells will be the one selected by the UE for sending RRC Reestablishment Request and that it would be the one to become new PCell turning previous SCG into MCG in the end. 
Observation 2: RRC Reestablishment is a lengthy procedure and relying on it for BH link failure recovery would lead to significant BH link interruption time.
Observation 3: In case of NR-DC being established by MT in IAB node, RRC Re-establishment procedure would likely lead to former SCG becoming MT’s MCG.
Considering observations 2 and 3, we find it beneficial for NR-DC framework to support the behaviour as captured for IAB BH link recovery, i.e. allowing switching SCG to MCG quickly, upon RLF detection on MCG. Such behaviour could be easily realized by allowing MCG failure information reporting via SRB established with SN (e.g. split SRB1 or SRB3). This way the report would reach current MN of the UE/MT and MN could make a decision to perform a handover, e.g. by choosing current PSCell of the UE to become its new PCell and turning SCG into MCG as a consequence. This would be one of the potential options, but MN could actually reconfigure the MT also in another way, e.g. one of its SCells may be a good candidate for the new PCell as well. What is essential is that there is a possibility for the MT to send MCG failure indication via split SRB1 or SRB3 and for the MN to send a handover command back to the MT, again via split SRB1 or SRB3.
Proposal 2: NR-DC should support MCG failure (MCG-RLF) information reporting to MN via SN (e.g. using split SRB1 or SRB3), at least for IAB scenarios.
Proposal 3: NR-DC should support sending Handover Command from MN via SN (e.g. using split SRB1 or SRB3), at least for IAB scenarios.
Proposal 4: MT of an IAB node operating in NR-DC mode should not trigger RRC Reestablishment procedure in case SCG path is operational.
For some reason, for dual connectivity case IAB TR captures only the case with a single Donor CU being involved. In our understanding, there is nothing that would prevent an MT in the IAB node from establishing SCG hosted by the second Donor CU. Current NR-DC framework is able to support both single CU and two CU cases and we should not disallow the two CU case by unnecessary restrictions in IAB deployments. Please note that this is not equivalent to DU in the IAB node being connected to two different Donor CU, which is a separate issue and is fully to RAN3 discretion.
Proposal 5: IAB design should not disallow an MT in a IAB node from operating in NR-DC mode involving two different CUs.
3	RLF in single-connected IAB node
There are two different scenarios captured for RLF handling of single connected IAB node in [2], the one without a necessity to change Donor CU and the one involving Donor CU change. The latter case is more complicated, but the main complications arise on the RAN network side, e.g. how to move the DU part of the IAB node under new Donor CU, there is more RAN network signalling as Xn interface is involved etc. In this contribution, we would like to focus on RAN2 aspects, which are common in both scenarios.
Observation 4: From RAN2 perspective, RLF scenarios with and without Donor CU change are handled in a very similar way on Uu interface.
During the study phase, the following enhancements were captured in the TR section devoted to “Efficient backhaul-link-failure recovery”:
	The following can be considered for recovery from backhaul failures:
-	Information can be provided to downstream IAB-nodes regarding backhaul failure including a list of nodes that cannot serve as parent nodes due to the backhaul failure.
-	Preparation of alternative backhaul links and routes in advance (i.e. before occurrence of RLF).



Similarly, as in the case of NR-DC, the alternative backhaul link can be pre-prepared for IAB node before the RLF actually happens. This means that for example adaptation layer and routing tables can be already configured in the concerned IAB node as well as other IAB nodes on the second path. The only difference with the NR-DC case would be that the radio connection with the second parent is not yet operational.
Proposal 6: Donor CU should be able to prepare secondary route for the IAB node to allow for faster RLF recovery even in case the IAB node is not dual-connected. The pre-preparation may include configuring adaptation layer and routing tables on the IAB nodes on the secondary route in advance.
When it comes to how to handle RLF occurrence from radio interface perspective, in both scenarios 2 and 3 the procedure described in the IAB TR relies on RRC Reestablishment procedure, which, as proven above, is very inefficient.
Observation 5: Similarly, as in NR-DC case, relying on RRC Reestablishment procedure for BH link failure recovery for single-connected IAB node’s MT would lead to significant BH link interruption time.
To handle that inefficiency, the pre-preparation of alternate BH link should be also performed on Uu interface. In NR-DC case this can be addressed by taking advantage of operational SCG link as described above while for single-connected IAB node, the natural candidate is conditional handover. Although the details of conditional handover are yet to be discussed as part of Mobility WI, the general rule behind it is that the final decision about when to switch to a target cell/gNB is made by the UE based on the condition pre-configured by the source cell/gNB. Since the pre-configuration is provided when UE still experiences stable connection with its serving cell, it is possible to avoid a situation where UE’s measurement report does not reach source gNB or HO command does not reach the UE on time, because of already deteriorated radio conditions. As such, it would be a perfect fit for IAB scenarios where IAB nodes will operate in a defined topology, i.e. will have a specified parent node and a set of candidate parent nodes, i.e. the ones they can switch to in case of, e.g. blockage or current parent node failure. It is not yet clear how the design of conditional handover for NR will look like, but it is important to ensure that IAB requirements are taken into consideration while it is being developed. In the conditional HO discussions thus far (e.g. in Rel-15) companies focused on access UEs, which could be moving through the network relatively fast. In the IAB deployments, the main reason for changing parent node of an IAB node would be due to link failure or its significant deterioration and not due to mobility. Thus, traditionally used HO triggers based on mobility events may not be applicable in these scenarios, e.g. RRM measurements are filtered with L3 filter, which slows down the mobility procedure. This is an intended effect for traditional mobility, but in case of fixed IAB nodes, which are subject to blockage, it will increase service interruption time while not bringing any benefit. To speed the execution of conditional HO in such cases, it would be better to rely on other means, e.g. based on:
· Beam failure – due to fixed and LOS deployments which are characteristic for IAB architectures, in case a beam configured for the IAB MT part fails, there is little chance another usable beam can be found in the same cell. Instead of proceeding with beam failure recovery procedure, it would be then better to switch to another parent node right-away.
· Radio link failure – similar logic could apply to RLF, i.e., instead of trying to re-establish a connection with a current or another parent node, proceeding with conditional handover to switch the parent node would work faster. 
· Physical layer issues indication – to accelerate the procedure even more UE could execute conditional HO based on physical layer issues used for radio link monitoring.
Whether and how conditional will be specified should be discussed within Mobility Work Item, but it is important to agree that IAB specifics should also be considered there. The same would apply for RACH-less handover, which could be leveraged to further decrease the time for which BH link is not available. It could be used for both single-connected IAB node and dual-connected IAB node with SCG to MCG role switch as described above. In the latter case there is no need to derive TA via RACH as the nodes can already be synchronized in UL. In the single connected IAB node case, due to fixed nature of IAB nodes, the candidate parent nodes can be known in advance and it is possible to get the appropriate timing advance value (e.g. via measurements performed by IAB nodes) before the need to switch the link actually occurs and store it for future use.
Proposal 7: IAB scenarios should be able to take advantage of enhanced mobility features such as conditional HO or RACH-less HO, if specified. The work on those features in Mobility WI should consider specificities of IAB network deployment such as fixed nature of IAB nodes and the need for very quick RLF recovery.

4	RLF notification to downstream nodes
Another potential enhancement for BH link failure handling is to specify the signalling of BH link failure to downstream nodes to make sure the topology adaptation is executed as fast as possible as presented on the figure below extracted from [2].


It was mentioned during the study item phase that it can be counter-productive for the upstream node to send the BH link failure indication to its child node before attempting to continue the connection with another parent node on its part (e.g. by switching SCG to MCG or by executing conditional handover as discussed in the previous section). However, since the indication is sent from the DU to child IAB node, it can be left up to network implementation when to trigger the notification.
Proposal 8: The exact conditions under which the IAB node’s DU sends BH link failure indication to its child node are not specified.
On the other hand, the situation where the child IAB node attempts to move its connection to another parent while its current parent node may still have a chance of recovering from BH link failure should be avoided. However, assuming that other links are not really affected (e.g. link between IAB-node-5 and IAB-node-6 in the figure above), the RLF on this link would not be triggered by PHY layer out-of-sync indications. With hop-by-hop RLC, there should be no problem with reaching maximum number of RLC retransmissions. Thus, RLF will not be declared by MT of the child IAB nodes even in case their parent has lost connectivity with upstream node. 
Observation 6: MT of the IAB node whose parent experienced RLF with its upstream node, will not trigger RLF as long as it experiences good radio conditions on its own backhaul link.
This way it is ensured that the RLF is only triggered when the radio conditions are deteriorated and that child IAB nodes do not attempt to recover from the BH link failure before their parent node does. 
Another aspect of BH link failure recovery indication is how to signal it. Since the dedicated RRC signalling is encoded in CU, there is no possibility to use it. On the other hand, SIB1 is encoded by the DU, so a flag in SIB1 could be used to relay such indication. Another possibility would be to use adaptation layer header, but the first option seems to be a simpler and better fit for carrying this kind of information. 
Proposal 9: Use SIB1 for BH link failure indication to child nodes.
One could wonder whether it is safe to carry such information in the broadcast signalling which could be exploited to inject this kind of information to cause chaos in the IAB network. However, such vulnerability concerns both SIB1 and adaptation layer options. Also, fake SIB1 can be signalled already today by rogue gNBs, so security-wise such approach is aligned with current non-IAB based NR system. 
The last issue to be resolved is what the content of such information is, e.g. whether additional information about other non-operational IAB nodes should be included in the indication. We think this is not needed for the case where an indication is provided via SIB1. In such a case the MT would simply ignore other cells indicating BH link failure when considering new parent nodes. 
Proposal 10: Information about other non-operational IAB nodes is not included in the BH link failure indication.
5	Summary
[bookmark: _GoBack]This contribution discussed details of backhaul link failure recovery in both dual-connectivity and single-connectivity cases. The following observations and proposals are made:
Observation 1: No modifications to SCG RLF handling are required for support of IAB scenarios.
Observation 2: RRC Reestablishment is a lengthy procedure and relying on it for BH link failure recovery would lead to significant BH link interruption time.
Observation 3: In case of NR-DC being established by MT in IAB node, RRC Re-establishment procedure would likely lead to former SCG becoming MT’s MCG.
Observation 4: From RAN2 perspective, RLF scenarios with and without Donor CU change are handled in a very similar way on Uu interface.
Observation 5: Similarly, as in NR-DC case, relying on RRC Reestablishment procedure for BH link failure recovery for single-connected IAB node’s MT would lead to significant BH link interruption time.
Observation 6: MT of the IAB node whose parent experienced RLF with its upstream node, will not trigger RLF as long as it experiences good radio conditions on its own backhaul link.

Proposal 1: In IAB scenarios, once SCG is configured for a MT in IAB node, PSCell is always active, i.e. in the same way as currently specified for NR-DC (no specifications changes are needed for this purpose).
Proposal 2: NR-DC should support MCG failure (MCG-RLF) information reporting to MN via SN (e.g. using split SRB1 or SRB3), at least for IAB scenarios.
Proposal 3: NR-DC should support sending Handover Command from MN via SN (e.g. using split SRB1 or SRB3), at least for IAB scenarios.
Proposal 4: MT of an IAB node operating in NR-DC mode should not trigger RRC Reestablishment procedure in case SCG path is operational.
Proposal 5: IAB design should not disallow an MT in a IAB node from operating in NR-DC mode involving two different CUs.
Proposal 6: Donor CU should be able to prepare secondary route for the IAB node to allow for faster RLF recovery even in case the IAB node is not dual-connected. The pre-preparation may include configuring adaptation layer and routing tables on the IAB nodes on the secondary route in advance.
Proposal 7: IAB scenarios should be able to take advantage of enhanced mobility features such as conditional HO or RACH-less HO, if specified. The work on those features in Mobility WI should consider specificities of IAB network deployment such as fixed nature of IAB nodes and the need for very quick RLF recovery.
Proposal 8: The exact conditions under which the IAB node’s DU sends BH link failure indication to its child node are not specified.
Proposal 9: Use SIB1 for BH link failure indication to child nodes.
Proposal 10: Information about other non-operational IAB nodes is not included in the BH link failure indication.
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