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1	Introduction
One of the main DCCA WID main objectives is (as shown below) to minimize the initial call setup latency:
	
· [bookmark: _Hlk804929]Efficient and low latency serving cell configuration/activation/setup: Minimizing signalling overhead and latency needed for initial cell setup, additional cell setup and additional cell activation for data transmission. [RAN2, RAN1, RAN4, RAN3]
· This objective applies to MR-DC, NR-NR DC and CA
· The objective should consider enhancements when starting from IDLE, INACTIVE mode and CONNECTED mode



In this contribution, we analyze the rough initial call setup latency in NR (based on the existing analysis done for the IMT-2020 evaluation in RP-181807 and RP-182056).
2	Initial RRC setup delay
The initial call setup in NR consists of several phases: 
1) Random access preamble and reception of RAR at UE
2) RRC connection request, reception of RRC connection setup
3) Sending the RRCSetupRequestComplete (including the NAS service request) 
4) Network communication with CN (including NAS setup), including DRB setup information
5) Reception of initial RRC reconfiguration and initial security setup and sending the RRCReconfigurationComplete (finishing the UP setup delay)
6) UP latency delay for starting data transmission (as per RP-182056)
We consider each of these steps in order to obtain how long it takes from UE triggering RRC connection setup to the first packet being received in UL or DL.
Steps 1-3: These steps are analyzed in the IMT-2020 CP evaluation RP-181807, and depend explicitly on the used configuration. Although the exact delay numbers for stesps 1-3) are largely variable, it can be said (with a reasonable degree of accuracy) that the steps 1-3) take ~15-20ms. 
However, in case the initial RRC configuration is large enough to require several PDCP PDUs to be transmitted, the overall delay would be increased. Making a rough estimation, the additional delay would be (N-1)*(1-2)ms for every N transmissions, which provides an additional delay of (N-1) - (2N-2) ms. 
Thus, the total delay for steps 1-3 can be estimated as ~N+14 – 2N+18 ms.
Step 4: The CN communication consists of several sub-steps: 1) Parsing the NSSAI information at gNB to determine AMF, 2) Sending initial UE context setup (including the UE NAS message) to AMF, 3) AMF processing the NAS request, 4) activating the NAS security and sending the UE context setup accept to the gNB (containing DRB information). 
On the first 3 sub-steps, we can estimate a total of ~5ms for the delay, but the NAS security activation also takes several steps (including 3+3 UL/DL NAS messages between UE and AMF), which means some RRC processing delay is incurred every time. Estimating the RRC processing delay according to 1+5m = 6 s / RRC message + 1-3ms / RRC response (see step 7), which then brings the total latency from this step to ~5+ 3*(6+ 1-3) = ~26-32 ms in total.
Step 5: This part is simple: It involves receiving the RRC reconfiguration and intiail security setup, along with appropriate UE RRC processing. If we assume that the security activation is piggybacked with the RRCreconfiguration, we can check the overall latency from NR RRC and reuse the analysis from Step 3 to obtain 5 (security mode) + 10 (RRC reconfiguration) + 1 (RRC reconfiguration complete) = ~16ms in total latency. 
However, as with step 3, in case the RRC reconfiguration message requires several PDCP PDUs to be transmitted, the overall delay is increased in a similar fashion. Thus, the additional delay would be (M-1)*(1-2)ms for every M transmissions, which provides an additional delay of (M-1) – (2M-2) ms. (See also R2-1900353 for some discussion on why and how the RRC message size can affect the delay.)
Therefore, the total delay for step 5 can be estimated as M+15 – 2M+14 ms.
Step 6: The final step can be estimated based on the IMT-2020 analysis to obtain the real “initial packet delay” from call setup to receiver having the first packet. Based on the analysis there, the DL UP latency can be estimated to be ~1-2ms and the UL UP latency to be 1-3ms. Taking the maximum of these, we see that the total delay of step 6 can be estimated to be 1-3ms (depending on UL/DL configuration).
Hence, we get the roughly (15-20) + (26-32) + 16 + (1-3) = (N+M+56) – (2N+2M+67) ms overall call setup latency when starting from IDLE mode, where N is the number of PDCP PDUs needed for the RRC setup message and  M is the number of PDCP PDUs needed for the RRC reconfiguration message. If we assume N=M=1, this reduces to 58 – 71ms overall delay.
From the above estimates, we can make several simple observations:
Observation 1: The overall RRC setup delay can be estimated to be ~58-71ms.
Observation 2: The NAS delay (step 4) seems to be the biggest component of the overall call setup delay due to the having several NAS messages that are transferred over RRC.
Observation 3: The initial RRC setup delay (steps 1-3) and the DRB setup delay (step 5) are roughly similar in terms of latency.
Observation 4: The UP latency seems to play negligible role in the total latency of connection setup.
Observation 5: In case multiple RRC messages are required for sending the RRC setup or RRC reconfiguration messages, the overall delay can be impacted in a non-negligible manner.
3	CA/DC setup delay
The LTE system operates assuming similar analysis as done in R2-1707819, the CA/DC setup delay both consist of roughly the same steps:
1) Setting up measurement reporting for the UE and receiving UE measurement report
2) Successfully configuring an SCell to the UE
3) Activating the newly configured SCell
Step 1: The measurement requirements in 38.133 are roughly the same as in 36.133, so roughly the same delay can be estimated. Therefore, the total delay can be estimated to be >500ms.
However, if we consider the LTE IDLE mode measurements as the baseline delay, we can see that the total delay for requesting IDLE mode measurements only depends on the RRC processing delay. Taking the typical RRC processing delay, we can estimate that the total delay is ~10ms in the best case if the IDLE mode measurements are used.
Step 2: The SCell setup delay consists mainly of RRC processing delay, which is somewhat shorter in NR than in LTE. The current RRC processing delay is ~16ms for SCell addition, so the total delay would be 1 + 16 + (1-3) = 18-20ms.
For DC, the delay is longer since it involves communication with PSCell as well as RA towards the PSCell from UE side. This can easily be estimated to cover ~10-20ms more, leading to ~28-40 DC setup delay.
However, for both cases, in case the RRC message ends up being very large and the air interface cannot handle it one transmission, the UP delay can be increased for every segment that is sent. As with step 3 and step 5 of RRC setup delay, in case the RRC reconfiguration message requires several PDCP PDUs to be transmitted, the overall delay is increased in a similar fashion. Thus, the additional delay would be (K-1)*(1-2)ms for every K transmissions, which provides an additional delay of (K-1) – (2K-2) ms. (See also R2-1900353 for some discussion on why and how the RRC message size can affect the delay.)
This, this makes the overall delay for CA (K+17) – (2K+18) ms and the overall DC delay as (K+27) – (2K+38) ms.
Step 3:  For CA, the SCell activation delay is roughly the same in NR as in LTE, i.e. ~24-34ms CA setup delay. However, for DC this delay is minimized since the DC setup already activates the PSCell. Therefore, this step can be estimated to be ~0ms for DC. 
Therefore, we arrive at the following delay estimates for CA/DC setup delay with/without IDLE mode measurements:
	CA or DC?
	IDLE mode measurements used?

	
	No
	Yes

	CA
	>500  + (K+17 – 2K+18) + (24-34) = >K+541 – 2K+552ms
If K = 1, delay >542-554ms
	~10 + (K+17 – 2K+18) + (24-34) = K+51 – 2K+62 ms
If K=1, delay ~ 52-64ms

	DC
	>500 + (28-40)  + 0 = >528 – 540ms
	~10 + (28-40)  + 0 = ~38-50ms



We can see that the same observations as for LTE hold: The measurement availability delay dominates the overall delay, as is already acknowledged in the WID description. However, if the measurements are available, it can be seen that the actual CA/DC activation/configuration delay becomes a more dominant component: They can be >80% of the overall delay, suggesting that improvements to these would still benefit (relatively much) in the overall delay. 
Observation 6: Without IDLE mode measurements, the overall CA setup delay can be estimated to be >540ms and the overall DC setup delay to be >530ms.
Observation 7: With IDLE mode measurements, the overall CA setup delay can be estimated to be ~52-64ms and the overall DC setup delay to be ~38-50ms.
Observation 8: The measurement availability dominates the overall CA/DC setup delay.
Observation 9: If measurements are available, the configuration/activation become the dominant factors in the overall CA/DC setup delay.
Basd on these, it appears that something more than just measurement availability could still help to reduce the CA setup delay.
Proposal 1: In addition to IDLE mode measurements, RAN2 to consider additional improvements to reduce the CA/DC configuration and activation delays.
4	SCell configuration and activation
As also discusssed in R2-1900521, SCell setup improvements were already considered in LTE Rel-15. Network typically configures an SCell based on UE measurement report when it knows UE requires higher data rate or wishes to use scheduling diversity. Therefore, several steps are included: 1) Determining potential SCell candidates for the UE (usually based on UE capabilities and network deployment aspects), 2) Configuring measurement reporting for the UE to measure the candidates, 3) Deciding to configure SCell (usually based on the measurement report) and 4) activating the configuration SCell. To speed up phases 3-4), LTE Rel-15 introduced the direct SCell activation, but in NR Rel-15, SCells are always configured in deactivated state.
Observation 10: In NR Rel-15, SCells are always deactivated at configuration.
To speed up the SCell configuration/activation phase, it would be possible to do the same in NR Rel-16 as is alreadty done for LTE Rel-15: support configuring SCell directly in activated state.


Figure 1 Directly Scell configuration/activation in LTE Rel-15.
In more details, activating SCells upon configuration means that:
· SCells are activated immediately when they are configured (to remove need to use SCell activation via MAC CE)
· Network configures in which state SCell starts upon addition or during HO
Proposal 2: For NR Rel-16, specify direct SCell activation, i.e. configuring SCell in the activated state.
4	Conclusions
We ahve made a rough estimate of the overall delay components of the RRC and CA/DC setup delays, and observed the following: 
Observation 1: The overall RRC setup delay can be estimated to be ~58-71ms.
Observation 2: The NAS delay (step 4) seems to be the biggest component of the overall call setup delay due to the having several NAS messages that are transferred over RRC.
Observation 3: The initial RRC setup delay (steps 1-3) and the DRB setup delay (step 5) are roughly similar in terms of latency.
Observation 4: The UP latency seems to play negligible role in the total latency of connection setup.
Observation 5: In case multiple RRC messages are required for sending the RRC setup or RRC reconfiguration messages, the overall delay can be impacted in a non-negligible manner.
Observation 6: Without IDLE mode measurements, the overall CA setup delay can be estimated to be >540ms and the overall DC setup delay to be >530ms.
Observation 7: With IDLE mode measurements, the overall CA setup delay can be estimated to be ~52-64ms and the overall DC setup delay to be ~38-50ms.
Observation 8: The measurement availability dominates the overall CA/DC setup delay.
Observation 9: If measurements are available, the configuration/activation become the dominant factors in the overall CA/DC setup delay.
Observation 10: In NR Rel-15, SCells are always deactivated at configuration.
Based on these observations, we propose the following:
Proposal 1: In addition to IDLE mode measurements, RAN2 to consider additional improvements to reduce the CA/DC configuration and activation delays.
Proposal 2: For NR Rel-16, specify direct SCell activation, i.e. configuring SCell in the activated state. 
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