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1
Introduction
This is the kick-off of the email discussion:
[104#67][NR] Remaining QoS issues for MR-DC (Vivo)

Handling of offloaded (e.g. from MN to SN) QoS flows and whether and how to support lossless handover if any.


Intended outcome: Report and agreeable draft CRs to 38.300, 37.340, 38.331, 36.331 (to be included in Running CRs at next meeting)


Deadline:  Thursday 2019-02-07

This email discussion is split in two parts:
· Part 1: Companies are invited to feedback comments on the questions proposed by the rapporteur. 

Deadline: 2019-01-25
· Part 2: Rapporteur proposes potential CR(s), if any, and companies would comment the CR(s)

Deadline: 2019-02-07

This contribution proposes some questionnaires on remaining QoS flow issues for MR-DC.
2
Discussion
1.1. Handling of offloaded QoS flow
For EN-DC MN decides the location of the PDCP entity and in which cell group(s) radio resources are to be configured as follows[1]:
In EN-DC, for each radio bearer the MN decides the location of the PDCP entity and in which cell group(s) radio resources are to be configured. Once an SN terminated split bearer is established, e.g. by means of the Secondary Node Addition procedure or MN initiated Secondary Node Modification procedure, the SN may remove and later on add SCG resources for the respective E-RAB, as long as the QoS for the respective E-RAB is guaranteed.
It is clear that MN determines the bearer type for EN-DC.
For MR-DC, for QoS flows whose SDAP entity is located at the MN, the MN decides the QoS flow to DRB mapping, as described below: 
-
If the MN decides to host an SDAP entity it may decide some of the related QoS flows to be realized as MCG bearer, some as SCG bearer, and others to be realized as split bearer;

-
If the MN decides that an SDAP entity shall be hosted in the SN, some of the related QoS flows may be realized as SCG bearer, some as MCG bearer, while others may be realized as split bearer. The SN is responsible to assign the corresponding DRB IDs, based on the DRB IDs indicated by the MN. The SN may remove or add SCG resources for the respective QoS flows, as long as the QoS for the respective QoS flow is guaranteed
It is clear that MN determines the bearer type for QoS flows whose SDAP entity are at the MN for MR-DC. But for SN terminated bearer actually there is not clear idea on how the bearer type is decided or is it decided by which node [2], MN or SN as described.
If the bearer type at the SN is not well decided, it may have negative impact on the QoS flow offloading. For example, the MN may request to offload some QoS flows to SN for it has no enough radio resource to keep them. If the SN accepts the QoS flows, but realizes the QoS flow as MCG bearer, the QoS flows will still be served with the radio resource of MN. 
So it may be helpful to first discuss which node determines the type of SN terminated bear the offloaded QoS flows are allowed to map to.
Question 2.1-1: For MR-DC, in case of MN request to move QoS flow(s), as SN terminated QoS flow, from MN to SN, which node (MN or SN) should decide the bearer type the offloaded QoS flow can be mapped to.  
	Company name
	MN/SN
	Comments

	Huawei, HiSilicon
	MN
	When a QoS flow is offloaded to SN, it can be mapped to SN terminated SCG bearer, MCG bearer, or split bearer. Only SN terminated SCG bearer doesn’t need MN resources. By telling SN how much MN can contribute to carry this QoS flow – none or partially or completely - MN already decides the bearer type to be SN terminated SCG bearer, or split bearer, or MCG bearer, respectively.
In addition, having MN decide the bearer type in MR-DC can reuse the signalling structure of EN-DC.

	NEC
	SN
	First of all, we thought that “DRB management” of the agreement below in NR Ad-Hoc#2 (Qingdao) included bearer type decision. However, this may or may not be correct. E.g., the comments from Huawei implies the different understanding.
5: The SN is responsible for the DRB management  (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow -> DRB mapping at the SN

Then, Ran2 should consider the EN-DC approach (i.e. MN decides) as the reference and discuss difference between EN-DC and MR-DC. In EN-DC, generally we can say that split bearer can have more resources for a bearer of a UE, while in MR-DC it depends on the QoS flow to DRB mapping. This is because e.g. if 3 QoS flows are (#1-3) mapped to a DRB1 and 1 QoS flow (#4) is mapped to a DRB2, then QoS flow#4 may get more resources than other QoS flows. This may be true even for the case where the DRB1 is SCG split bearer and the DRB2 is SCG bearer (although of course this highly depends on the MCG/SCG resource availability and traffic volume of each QoS flow). Given the required QoS information is available at SN, the SN can decide appropriate bearer type (as well as QoS flow to DRB mapping) more flexibly.
There is only one negative aspect (apart from new signaling structure needed) such that the SN may select MCG bearer even though QoS flow termination is accepted and the MN is not fully happy with this.  To avoid this, it is good for the MN to provide MCG resource availability (e.g., MCG bearer is also OK or not) to the SN.
Our preference is the SN decides the bearer type by taking into account MCG bearer availability from the MN, if provided.

	 vivo
	 MN
	Agree with Huawei that MN deciding the bearer type would allow to reuse EN-DC QoS flow procedure with minimum specification impact

	LG
	SN (/MN)
	In case SN receives from MN the offloading request, we think there are two cases according to 38.423 ; case1) if the request includes the share of MN for the offloaded QoS flow, SN has the choice between split bearer and SCG bearer. Case II) if the request does not include the share, the SN only decides whether it establishes SCG bearer or rejects the request. That is, in case I, SN has the decision on the bearer type, but in case II, MN decides the bearer type (but subject to rejection by SN).

	Nokia
	SN
	As pointed out by NEC, we do have an agreement that SN is responsible for its own radio stack. And as summarized by LG, MN can offer resources to SN for an SN terminated QoS flow, but it cannot force SN to use them. 

	Ericsson
	SN
	This is already covered in 37.340 and 38.423. In 37.340, the following paragraphs in 8.1 QoS handling describe how the SN can configure MCG resources, based on offered MCG resource information:

-    If the SDAP entity for a given QoS flow is hosted by the SN and the SN configures MCG resources, based on offered MCG resource information from the MN, the SN provides to the MN

-
DRB QoS flow level QoS parameters, which the MN may reject, and

-
QoS flow to DRB mapping information and the respective per QoS flow information.
· If the SDAP entity for a given QoS flow is hosted by the SN, the MN provides sufficient QoS related information to enable the SN to configure appropriate SCG resources and to request the configuration of appropriate MCG resources. The MN may offer MCG resources to the SN and may indicate for GBR QoS flows the amount offered to the SN on a per QoS flow level. The SN may request the MN to release QoS flows from the SDAP entity hosted by the SN that the MN cannot reject.
Furthermore, in 38.423, section 8.3.1
S-NG-RAN node Addition Preparation, the following is stated to cover the case where the MN is offering MCG resources while offloading a QoS flow during SN addition:

For each bearer for which allocation of the PDCP entity is requested at the S-NG-RAN node:
-
the M-NG-RAN node may propose to apply forwarding of downlink data by including the DL Forwarding IE within PDU Session Resource Setup Info – SN terminated IE of the S-NODE ADDITION REQUEST message. For each bearer that it has decided to admit, the S-NG-RAN node may include the DL Forwarding GTP Tunnel Endpoint IE within the PDU Session Resource Setup Response Info – SN terminated IE of the S-NODE ADDITION REQUEST ACKNOWLEDGE message to indicate that it accepts the proposed forwarding of downlink data for this bearer.
-
the S-NG-RAN node may include for each bearer in the PDU Session Resource Setup Response Info – SN terminated IE the UL Forwarding GTP Tunnel Endpoint IE to indicates it request data forwarding of uplink packets to be performed for that bearer.
This part covers the possibility for MN to offer to the SN the possibility to set up a split bearer or MCG bearer. 

	Qualcomm
	SN
	For DRBs with non-GBR flows, the SN should make the choice. For DRBs with GBR flows, if MN offers resources (Offered GBR QoS Flow Information in “PDU Session Resource Setup Info – SN terminated”), then SN can either use SCG or split bearer, and if this optional IE is not included, SN has the option to reject it or accept it as an SCG bearer. 
As commented by others, this issue was discussed (mostly in RAN3) and already captured in the specifications

	ZTE
	SN
	We also think this is already covered in the specification, as described by Ericsson.


Question 2.1-2: Should the deciding node send bearer type restriction information (eg; MCG bearer or SCG bearer) to the other node?
	Company name
	MN/SN
	Comments

	Huawei, HiSilicon
	MN
	Yes, when MN offloads a QoS flow to SN, it can indicate information of targeted bearer type, SN terminated SCG bearer, split bearer, or MCG bearer.

	 vivo
	 MN
	Yes. As indicating in Q2.1-1, MN can indicate to SN if the bearer can use MN resources or not. Thus having a more effective QoS flow offloading.

	LG
	
	No explicit indication is required.  

	Nokia
	No
	In our understanding of the question, the answer should be YES or NO.

	Ericsson
	
	This already included in XnAP 38.423, see our response to Question 2.1-1. E.g. if MN does not include the DL Forwarding IE, SN does not have the option to select split nor MCG DRB. In the response message, the SN informs the MN whether it requires a MCG RLC bearer by including the DL Forwarding GTP Tunnel Endpoint IE.

	QC
	
	As explained above, Xn signalling already implicitly covers this so no new indication is needed.

	ZTE
	
	We also think this is already covered by Xn signalling.


Summary
8 companies provided input, 2 companies prefer MN to decide the bearer type, 6 companies think that it is up to SN to decide bearer type. On whether the node which decides the bearer should inform the other, there is no clear consensus. 2 companies think there is no need for explicit information, another company thinks current procedure already support this indication. 
Proposal 1: For MR-DC, in case of MN request to offload QoS flow(s) on a SN terminated bearer, SN should decide the bearer type the offloaded QoS flow can be mapped to.  
For QoS flow offloading, RAN2 agreed that:

Agreement:

MN can request to offload QoS flow/DRB to SN, SN can accept or reject.

SN can request to offload QoS flow to MN, the MN can accept or drop the QoS flow. 

If MN does not have enough resource to accommodate a QoS flow/DRB, MN requests to offload the QoS flow/DRB to SN. Later if MN has resource to take the QoS flow/DRB, some companies think that in such case  MN may inform SN that MN is now ready to take back the QoS flow/DRB [2]. 

Question 2.1-3: Can MN request SN to offload one QoS flow/DRB to MN?
	Company name
	Yes/No
	Comments

	Huawei, HiSilicon
	Yes
	As the anchor node and having CP connection (N2) to the 5GC, MN has complete information of a UE’s QoS flows, whether they are carried on MN or SN. It is also MN’s responsibility to meet individual UE’s requirement while maintaining overall system performance. Hence, the MN should be able to retrieve the QoS flow/DRB from the SN. This is already supported in RAN3 by QoS Flows To Be Released List in MN initiated modification Request message.

	NEC
	maybe
	At the time of QoS flow addition, the MN can decide a termination node. Once the SN is selected, the SN should ensure the QoS requirement (aligned with the previous agreements referred in our comments to Q2.1-1). On the other hand, there may be some cases where the MN wants to get the QoS flow back.
If intended to support, a question is whether the SN needs to be aware that it is a request to offload of QoS flow/DRB from the SN to the MN? This is because the way in the current RAN3 spec (indicated by Huawei) is seen as “release request” from SN point of view.  Anyway it’s RAN3 issue though.

	vivo
	No
	If the SN cannot guarantee the QoS of one or more QoS flow(s)/DRB(s), the SN can request to offload the QoS flow(s) or DRB(s) to the MN. We see no need for the MN to retrieve QoS flow(s)/DRB(s) from the SN.
But if the current specification already support, we think there is no need for further request from MN to SN.

	LG
	Yes
	This can be already supported by MN initiated modification request message that includes QoS Flows To Be Released List.

	Nokia
	Yes
	Agree with Huawei.

	Ericsson
	Not sure
	QoS offloading is handled in XnAP, and is a topic for RAN3. The MN can request the release of a QoS flow using QoS Flows To Be Released List, but this seems not the same as requesting a offload from SN to MN?

	QC
	Yes
	Already supported on Xn signalling.

	ZTE
	Yes
	In Xn signalling, the QoS Flows To Be Released List and DRBs To Be Released List are included in the S-NODE MODIFICATION REQUEST from MN to SN, so both QoS flows and DRBs can be "offloaded back".


Summary
8 companies provided input, 5 companies think MN can request SN to offload one QoS flow/DRB to MN. 1 company does not prefers MN to request SN to offload one QoS flow/DRB to MN. 2 companies do not have clear opinion. Some companies think existing procedure already support MN requesting to offload back one QoS flow/DRB.
Proposal 2: For MR-DC, using existing specification MN can request SN to offload back one QoS flow/DRB from SN to MN
Some companies think that, when the default bearer is mapped on SN and an unknown QoS flow (for which no mapping rule is configured) appears in uplink/downlink, that QoS flow is mapped on the default bearer on SN. MN has no information of such UL/DL QoS flow，while this new UL/DL QoS flow is known to the UE and to SN [3]. Hence, MN is unable to relocate the flow. 
Question 2.1-4: When the default bearer is mapped on SN, if a new UL/DL QoS flow is mapped on the default bearer on SN, does MN need to be informed?
	Company name
	Yes/ No
	Comments

	Huawei, HiSilicon
	No
	First, MN is the node which has CP connection (N2) with 5GC. It knows all UE’s QoS flows. Hence, it is not possible that UE has a “new” QoS flow that MN doesn’t know about.
If a default bearer is mapped on SN, it is an SN terminated SCG bearer. Once MN decides a QoS flow should be carried on SN terminated SCG bearer (question 2.1 – 1), SN can freely map the QoS flow to any SN terminated SCG bearer – it doesn’t matter to MN whether it is default bearer or not.

	NEC
	No
	According to RAN3 38.413, the PDU SESSION RESOURCE MODIFY REQUEST message from AMF to MN is used for the setup of a new QoS flow for already established PDU session. If the MN decides the new QoS flow can also be terminated at the SN, the QoS flow to DRB mapping can be up to the SN.

	 vivo
	 No
	When reflective QoS mechanism is applied in SN, we tend to agree that the MN may not know all the QoS flows mapped on the default bearer on SN. 
But we have no idea why MN needs to know which QoS flows are mapped on the default bearer on SN.

	LG
	No
	The SN is responsible for the QoS flow to DRB mapping used in SN. The MN does not need to know how the SN maps the SN terminated QoS flow to the SN’s DRB.

	Nokia
	Yes
	Even though MN knows from 5GC the list of QFI that might appear through PDU session establishment/modification procedures, it does not know which ones are actually active. When a new QoS flow becomes active, MN should be made aware so that it can decide to take ownership if required. Without an indication, MN would have to configure all mapping rules in advance, increasing CP overhead and latency.

	Ericsson
	No
	Not needed from RAN2 point of view. The QoS flow to DRB mapping is configured in sdap-Config, which is part of radioBearerConfig, which is generated by SN in case of SN terminated PDU session. RAN3 can further  discuss if needed from RAN3 point of view.

	QC
	No
	Agree with Ericsson that it is already included in RRC container over Xn. 

	ZTE
	No
	The MN knows all the QoS flows, there is no case that a “new” QoS flow appears which the MN doesn’t know. The SN is responsible for the QoS flows (located in SN) to DRB mapping. The MN doesn't need to know whether the mapped DRB is a default DRB or not.


Question 2.1-5: If the answer to Question 2.1.4 is yes, then which of the following options is preferred?

· Option 1:  UE should inform MN about this new UL/DL QoS flow

· Option 2:  SN should inform MN about this new UL/DL QoS flow 

	Company name
	Option 1/ Option 2
	Comments

	Nokia
	1 or 2
	Slight preference for 2 to avoid UE impacts.


Summary
8 companies provided input, 7 companies think MN need not to be informed. 1 company supports to inform MN. .
Proposal 3: For MR-DC, when the default bearer is mapped on SN, if a new UL/DL QoS flow is mapped on the default bearer on SN, MN need not to be informed
1.2. Lossless in-order delivery for QoS relocation between MN and SN in MR-DC
RAN2 agreed to support the QoS flow relocation between the MN and SN. Some companies think that the lossless and in-order delivery need to be supported in this procedure [4].

Question 2.2-1: For the QoS relocation between MN and SN in MR-DC, do companies agree that lossless in-order delivery is supported? 

	Company name
	Yes/No
	Comments

	Huawei, HiSilicon
	Yes
	Lossless in-order delivery can be supported for QoS flow relocation between MN and SN in MR-DC, without additional impact on RAN2 specifications. 
As long as the old DRB at the source node is kept, when a QoS flow relocation between MN and SN occurs, those PDCP PDUs which are not acknowledged could be continuously served by the source node via the old DRB, while fresh new data could be transmitted over the target node. If there is only one QoS flow on the old DRB at the source node, a DRB relocation can be performed. Hence lossless can be supported. 

For in-order delivery in the DL, the source node can send an indication to the target node after the last packet of the QoS flow in the old DRB has been successfully delivered and the target node starts to deliver the fresh DL packets after receiving the indication.

For in-order delivery in the UL, the source node sends an indication to the target node after the source node receives the end marker via the old DRB. The target node starts to deliver the UL packets of the QoS flow to the 5GC after receiving the indication from the source node.   

	NEC
	Yes
	We also think there is no reason for not supporting this, given the lossless in-order delivery is already supported at handover.

	 vivo
	 Yes
	We think QoS relocation between MN and SN in MR-DC with lossless in-order delivery should be supported. But current procedure does not support QoS relocation between MN and SN in MR-DC with lossless in-order delivery. Implementation details of signalling between MN and SN can be further discussed in RAN3.

	LG
	
	Currently lossless in-order delivery is supported if the mapping between QoS flows and bearers is not changed, upon relocation.

	Nokia
	Yes
	Agree with Huawei

	Ericsson
	Yes
	We also think lossless QoS flow relocation could be supported between MN and SN, but we also expect protocol impact to be more on RAN3 side, thus the topic and the creation of possible CRs should be further discussed in RAN3. 

	QC
	No/Yes
	The question is whether is currently supported. Since it is only supported if the mapping does not change, the answer is No. Companies here seem to interpret the Q whether it “should be”; in which case it is a RAN3 decision.

	ZTE
	Yes
	With the end marker in SDAP, we think the lossless in-order delivery for QoS relocation between MN and SN can be supported. However we agree this is a RAN3 issue.


Summary
8 companies provided input, 6 companies agree that lossless in-order delivery is supported for QoS relocation between MN and SN in MR-DC. 2 companies emphasize that lossless in-order delivery is supported only if the mapping between QoS flows and bearers does not change
Proposal 4: For the QoS relocation between MN and SN in MR-DC, if the mapping between QoS flows and bearers does not change, lossless in-order delivery is supported. The implementation details should be discussed in RAN3
1.3. Lossless in-order delivery HO with MR-DC
RAN2 already agreed to support lossless handover when QoS flow is relocated without DC configuration as described in [4]. 

Lossless delivery when a QoS flow is mapped to a different DRB at handover, requires the old DRB to be configured in the target cell. For in-order delivery in the DL, the target gNB should first transmit the forwarded PDCP SDUs on the old DRB before transmitting new data from 5GCN on the new DRB. In the UL, the target gNB should not deliver data of the QoS flow from the new DRB to 5GCN before receiving the end marker on the old DRB from the UE.
Similar approach can be considered in case of a QoS flow is mapped to a different DRB at intra system HO with MR-DC in the following MR-DC cases:
· HO from MR-DC to NG-RAN
· HO from NG-RAN to MR-DC
· MR-DC to MR-DC
For all above three HO, the following cases can be summarized:
· Case 1: QoS flows of a source DRB are mapped to DRB of target MN or target SN

· Case 2: QoS flows of a source DRB are mapped to different DRBs (eg, DRB1 on target MN and DRB2 on target SN) of target MN and target SN, respectively.
For case1, source MN to target MN or SN procedure from a source MN to a target MN or, in-sequence and lossless handovers when a QoS flow is mapped to a different DRB can be considered. The procedure can be similar to MN to SN QoS flow offloading with remapping. To guarantee in-sequence and lossless handovers when a QoS flow is mapped to a different DRB, the old DRB can be copied in the target cell. For in-order delivery in the DL, the target MN or SN can first transmit the forwarded PDCP SDUs on the old copied DRB before transmitting new data from 5GCN on the new DRB configured on target MN or target SN. In the UL, the target MN or target SN should not deliver data of the QoS flow from the new DRB to 5GCN before receiving the end marker on the old DRB from the UE. 
Question 2.3-1: For all above three HO cases, do companies agree that, when QoS flows of source DRB are mapped to a DRB on target MN or target SN, lossless in-order delivery HO with QoS remapping is supported.
	Company name
	Yes/No
	Comments

	Huawei, HiSilicon
	Yes
	When a DRB is moved from a node to another node during HO, lossless in-order delivery is supported for all QoS flows mapped to this DRB. 

	NEC
	Yes
	We generally agree with the observations from Email rapporteur. 
By the way, it is not so clear to us whether inter-RAT HO is also supported for the 3rd HO case (MR-DC to MR-DC)?

	Vivo
	 Yes
	

	LG
	No
	Currently lossless in-order delivery is supported if the mapping between QoS flows and bearers is not changed, upon handover.

	Nokia
	Yes
	

	Ericsson
	Yes
	If the mapping between QoS flows and DRBs is not changed, lossless is supported. RAN3 achieved to apply the same principle used in handover also for the cases of DRB level mobility for MR-DC.

	QC
	
	Only if the mapping of flows to DRB does not change. 

	ZTE
	Yes
	


Summary
8 companies provided input, 6 companies agree for all above three HO cases, when QoS flows of source DRB are mapped to a DRB on target MN or target SN, lossless in-order delivery HO with QoS remapping is supported. 1 company does not agree. Another company point out that only if the mapping of flows to DRB does not change
Proposal 5: Lossless in-order delivery is supported for

· 5.1 HO from MR-DC to NG-RAN

· 5.2 HO from NG-RAN to MR-DC and MR-DC to MR-DC, if the QoS flows of one DRB are not offloaded to different bearers belonging to MN and SN.
For case 2 with DRB to QoS remapping, lossless in-order QoS flow delivery may not always be guaranteed if MN or SN does not know when to begin data delivery for new data. For example, QoS flow 1and QoS flow 2 in source node DRB are separately remapped to target MN and target SN after the handover:

· All old data from source node DRB are being forwarded to target MN. 
· New data for QoS flow 1 is remapped on a MN terminated DRB and QoS flow 2 is remapped on new SN terminated DRB, respectively. 
For Qos flow 2 in target SN, target SN has to start data transmission after completion of old data transmission in the copied DRB on target MN. However SN does not know when the old data transmission in the copied DRB on target MN is completed. Thus, it seems that the lossless in-order delivery HO cannot be guaranteed in case that one DRB Qos flows are remapped to two nodes DRBs.
Question 2.3-2: For all above three HO cases, do companies agree that, when QoS flows of source DRB are separately mapped to different DRBs on target MN and target SN, current HO procedure does support lossless in-order delivery HO with QoS remapping? 
If No, how to enhance the procedure to support lossless in-order delivery HO with QoS remapping?
	Company name
	Yes/No
	Comments

	Huawei, HiSilicon
	Yes
	The case of QoS flows of a DRB being mapped to different DRBs on target MN and target SN during HO is a combination of case in question 2.3-1 and case in question 2.2-1. That is, lossless in-order delivery of a QoS flow being mapped to a DRB on a different node during HO (from source MN to target SN, or from source SN to target MN) is supported by first performing HO procedure for the old DRB as in 2.3-1 and after completing PDCP retransmission on the old DRB, performing QoS flow relocation between MN and SN in MR-DC as in 2.2-1. 

	NEC
	No
	We do not see strong need for this optimization in Rel-15. 

	Vivo
	 No
	According to the current mechanism, one old DRB is configured on one of the two target nodes, e.g. MN. And the QoS flows of the old DRB are remapped to two new DRBs, which are on target MN and SN respectively.  

In the DL, the issue is the target SN does not know when all the forwarded PDCP SDUs on the old DRB are delivered to UE; hence the target SN cannot decide when to transmit the new data from 5GCN on the new DRB. 

In the UL, the issue is only MN that can receive the end marker which is transmitted on the old DRB. Hence, the SN cannot decide when to deliver data of the QoS flow from the new DRB to 5GCN.
Take the above into account, the current lossless delivery mechanism, which is introduced for single connectivity UE, can’t ensure lossless delivery when a DC UE performs QoS flow remapped at handover.

From the solution proposed by Huawei, the QoS flow offloading is done after the HO is completed and after completing all PDCP transmission on the old DRB. But if the QoS relocation from target MN to target SN is done because MN resource shortage, which is the main motivation for QoS flow offloading during HO procedure, having all QoS flows of the DRB being transmitted on one DRB on target MN or SN, first, may not guarantee all QoS flows of old DRB requirement. And HO may fail, leading to all QoS flows dropping. Therefore, lossless delivery may not be guarantee.

For better procedure to unsure lossless delivery, we think the QoS flows offloading/relocation between target MN and target SN can be considered during HO to deal with any potential negative impact resulting from resource constraint at target MN or target SN. During HO different QoS flows from DRB at source node can be relocated to target MN and target SN. After completing different QoS flows PDCP transmission of old DRB on target MN or target SN, transmission of new data of different QoS flows can begin on target MN and target SN
The solution proposed by Huawei in Q2.2-1 with the source node sending an indication to the target node can considered to handle this lossless delivery issue.

	LG
	No
	Lossless in-order delivery is supported if QoS mapping is not changed upon relocation/handover. We do not see the need for enhancing this further.

	Nokia
	Yes
	Agree with Huawei. 

	Ericsson
	Yes
	It is sufficient to follow the current principle of first performing the handover and then remap the QoS flows in the target. No need for further optimisation in Rel-15.

	QC
	No
	The remapping can be done after HO. No need for further optimization for doing it during HO.

	ZTE
	No
	We are not sure that in practice lossless in-order delivery can always be supported in the case mentioned above. However we don’t see the motivation to optimize such case in Rel-16.


Summary
8 companies provided input, 5 companies agree when QoS flows of source DRB are separately mapped to different DRBs on target MN and target SN, lossless in-order delivery is not supported.  3 companies think lossless in-order delivery HO is supported. But almost all companies agree that there is no need for optimization to support in-order delivery HO with QoS remapping in Rel-15.
Proposal 6: If QoS flows of one DRB are remapped to separated DRBs on target MN and target SN during HO, Lossless in-order delivery handover is not supported in Rel-15. However network can first perform HO without remapping, then perform lossless in-order deliver of QoS relocation between target MN and target SN.
3
Conclusion
This contribution discusses and summarizes email discussion on remaining QoS flow issues. The following proposals summarize the discussion:
Proposal 1: For MR-DC, in case of MN request to offload QoS flow(s) on a SN terminated bearer, SN should decide the bearer type the offloaded QoS flow can be mapped to.  
Proposal 2: For MR-DC, using existing specification MN can request SN to offload back one QoS flow/DRB from SN to MN
Proposal 3: For MR-DC, when the default bearer is mapped on SN, if a new UL/DL QoS flow is mapped on the default bearer on SN, MN need not to be informed
Proposal 4: For the QoS relocation between MN and SN in MR-DC, if the mapping between QoS flows and bearers does not change, lossless in-order delivery is supported. The implementation details should be discussed in RAN3
Proposal 5: Lossless in-order delivery is supported for

· 5.1 HO from MR-DC to NG-RAN

· 5.2 HO from NG-RAN to MR-DC and MR-DC to MR-DC, if the QoS flows of one DRB are not offloaded to different bearers belonging to MN and SN

Proposal 6: If QoS flows of one DRB are remapped to separated DRBs on target MN and target SN, Lossless in-order delivery handover is not supported in Rel-15. However network can first perform HO without remapping, then perform lossless in-order deliver of QoS relocation between target MN and target SN.
Proposal 7: Send an Ls to RAN3 about RAN2 discussion and agreement on QoS flow/DRB offloading.
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