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1. Introduction
At the RAN2 #104 meeting, a LS [1] is received to informing RAN2 about the agreements achieved in RAN1 that multiple active configured grant configurations for a given BWP of a serving cell should be supported at least for different services/traffic types and/or for enhancing reliability and reducing latency. In this contribution, we present our views on the potential impacts for RAN2 to support the multiple configured configurations and the support for DL SPS. 
2. Configured grant PUSCH
RAN1 agreed to support multiple active configured grant configurations for a given BWP of a serving cell for at least two use cases: 
· Use case 1: simultaneously support different requirements for various IIoT service 
· Use case 2: enhancing reliability and reducing latency by shifting the the start time of the first transmission occasions for multiple configurations
The first use case is easy to understand, for a given UE supporting different categories of traffic, multiple configured grant configurations can be used to satisfy different requirements of the traffic.
The second use case is, for a given traffic type, K repetitions are to be guaranteed to ensure the reliability while first transmission occasions can be more frequent. As shown in Figure 1, the starting position for the first transmission among K repetitions can be shifted among multiple configured grant configurations. The tradeoff between the latency and number of configurations can be achieved by adjusting the offsets of the configurations. This is the same way as adopted in LTE HRLLC for ensuring reliability and reducing latency.
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Fig. 1.	Multiple active configured grant configurations in time-shifting manner

In the following, higher layer aspects for supporting the multiple active configured grant configurations are discussed. 
2.1. Maximum number of multiple configured grant configurations
For the multiple active configured grant configurations, the maximum number of active configured grant configurations for a given BWP should be determined such that the use case of supporting different services/traffic types and the use case of reducing the latency while ensuring the reliability are well covered. Considering the maximum number of configured SR resource per BWP of a cell is 8 and the maximum number of repetition factor is 8, 8 can be the maximum number of configured grant configurations for a given BWP of a serving cell. Therefore, following is proposed: 
Proposal 1:
· Design multiple configured grant configurations such that the maximum number of configured grant configurations for a given BWP of a serving cell in the specification to be at most 8.

2.2. Higher layer configurations
Currently, there are two Types of configured grant transmission, i.e., Type 1 and Type 2. Type 1 is useful when the traffic profile or resource usage is not much changed and the PDCCH overhead is a bottleneck of the system capacity, while Type 2 is advantageous in other cases. Therefore, Rel.16 enhancements should be applicable to both Type 1 and Type 2 configured grant configurations, and multiple active configured grant configurations should be available for both Type 1 and Type 2 for a given BWP of a serving cell. 
When multiple configured grant configurations are configured/active, introducing a configuration index for each configured grant configuration is a straightforward way to manage and differentiate different configured grant configurations. For Type 2 configured grant, a configuration index can also be used in the activation/deactivation DCI to indicate which configuration is activated/deactivated. Another way is to introduce multiple RNTIs that are associated to different configured grant configurations; however, it is expected that large number of RNTIs will be consumed in the cell, causing RNTI capacity shortage. Therefore, former is preferred. 
Proposal 2:
· A configuration index should be introduced for each configured grant configuration.
· The configuration index is used to manage and distinguish the configurations.
To support different services/traffic types running simultaneously at the UE side, it is natural that most of the parameters should be configurable among multiple configured grant configurations separately since different services/traffic types having different requirements and traffic patterns including the traffic arrival time/periodicity, packet size, target BLER, etc. 
To ensure K repetitions while reduce latency by multiple configurations, it is not always necessary to allow full configurability. For example, the parameters such as waveform, MCS table, periodicity, repetition factor, RV sequence, transmission duration, etc, can be common across configurations for K repetitions. It is very useful to study the RRC signaling overhead reduction considering the oversized RRC signaling for NR [2]. Other parameters for different configurations for K repetitions can be separately configured or have some regularity among the configurations such as the starting offset difference among configurations, DMRS configuration/sequence, and HARQ ID offset if it is introduced/defined. By this, it is possible to treat the multiple configurations as one configuration set or one configuration group. Fig.2 gives an example, in which with the same configured grant configuration group, most parameters can be common for all configurations; across the configured grant configuration group, all parameters can be separately configured to accommodate different service/traffic types.  
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Fig. 2	Concept of configured grant configuration group.

It is noted that the benefits of overhead reduction for introducing the configured grant configuration group is not only for higher layer, but also for physical layer. Otherwise, each configuration needs separate DCI to activate/deactivate and separate MAC CE to acknowledge the correct reception of the DCI signaling. 
Proposal 3:
· Introduce a concept of configured grant configuration group.
· UE can be configured with one or more configured grant configuration group.
· Within a group,
· UE can be configured with one or more configured grant configurations.
· Use of multiple configured grant configurations is to ensure K repetitions with reduced latency.
· Some parameters should be common across configured grant configurations.
· Some parameters should be independent across configured grant configurations.
· Across groups,
· Some parameters should be common across the groups.
· Some parameters should be independent across the groups.
· Use of multiple configured grant configuration groups is to support various service/traffic types.

2.3. HARQ Process ID determination
UE and gNB should have common understanding on which HARQ process ID is assigned to a configured grant PUSCH. In Rel.15 configured grant, the HARQ Process ID associated with the first symbol of a UL transmission is derived from the following equation: 
HARQ Process ID = [floor(CURRENT_symbol/periodicity)] modulo nrofHARQ-Processes
where CURRENT_symbol=(SFN × numberOfSlotsPerFrame × numberOfSymbolsPerSlot + slot number in the frame × numberOfSymbolsPerSlot + symbol number in the slot), and numberOfSlotsPerFrame and numberOfSymbolsPerSlot refer to the number of consecutive slots per frame and the number of consecutive symbols per slot [3]. For Rel.16 multiple active configured grant configurations, UE may transmit a PUSCH based on one of the configured grant configurations. Even if the PUSCH resource and/or DMRS sequence is unique for the configured grant configuration, if the HARQ process ID pool is shared among the configured grant configurations, HARQ process ID can be unclear depending on the CURRENT_symbol, periodicity, and nrofHARQ-Processes. In LTE HRLLC, this was resolved by defining nrofHARQ-Processes and HARQ ID offset per configured grant configuration, and modify the above equation as following:
HARQ Process ID = 
[floor(CURRENT_symbol/periodicity)] modulo nrofHARQ-Processes + harq-procID-offset,
where harq-procID-offset is an integer to provide a fixed offset for ID determination for the given configured grant configuration. nrofHARQ-Processes is also per configured grant configuration. By these change, HARQ process ID for each configured grant configuration can be chosen from a sub-pool of HARQ process IDs for each configured grant configuration. 

Proposal 4:
· nrofHARQ-Processes should be configured per configured grant configuration.
· A HARQ Process ID offset should be introduced per configured grant configuration.
3. DL SPS
As discussed in Email discussion [4], TSN communications is bi-directional, similar as UL configured grant configuration, it is reasonable to support multiple active SPS configurations at least for use case 1 that to serve multiple TSN flows simultaneously. Different from multiple active configured grant configurations used to support use case 2, for DL SPS, gNB can always be aware of the traffic profile e.g. traffic arrival time, latency and reliability requirements etc. to adjust the periodicity/offset and repetition factor or use dynamic scheduling to ensure reliability without sacrificing the latency. Therefore, it may not be necessary to support multiple DL SPS configurations for use case 2.
In addition, in Rel.15, DL SPS is analogous to UL Type 2 configured grant that the activation/deactivation signalling is needed. It is also worthwhile to consider for DL, whether pure RRC configured DL SPS without activation/deactivation is needed when the traffic profile or resource usage is not much changed and the PDCCH overhead is a bottleneck of the system capacity.

Proposal 5:
· Support multiple active DL SPS configurations for a given BWP of a serving cell should be supported at least for different services/traffic types.
· FFS whether Type 1 DL SPS is necessary.
4. Conclusion
In this contribution, we discussed the multiple configurations for UL configured grant and DL SPS. Following is the summary: 
Proposal 1:
· Design multiple configured grant configurations such that the maximum number of configured grant configurations for a given BWP of a serving cell in the specification to be at most 8.
Proposal 2:
· A configuration index should be introduced for each configured grant configuration.
· The configuration index is used to manage and distinguish the configurations.
Proposal 3:
· Introduce a concept of configured grant configuration group.
· UE can be configured with one or more configured grant configuration group.
· Within a group,
· UE can be configured with one or more configured grant configurations.
· Use of multiple configured grant configurations is to ensure K repetitions with reduced latency.
· Some parameters should be common across configured grant configurations.
· Some parameters should be independent across configured grant configurations.
· Across groups,
· Some parameters should be common across the groups.
· Some parameters should be independent across the groups.
· Use of multiple configured grant configuration groups is to support various service/traffic types.
Proposal 4:
· nrofHARQ-Processes should be configured per configured grant configuration.
· A HARQ Process ID offset should be introduced per configured grant configuration.
Proposal 5:
· Support multiple active DL SPS configurations for a given BWP of a serving cell should be supported at least for different services/traffic types.
· FFS whether Type 1 DL SPS is necessary.
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