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1 Introduction

In the last RAN2 meeting, we agreed the principles of backhaul-link-failure recovery in [1]:
The recovery procedure for backhaul failure scenarios 2 and 3 consists of identifying an alternate parent node and establishing/re-establishing control plane and user plane through the alternate parent node. However, identifying and attaching to an alternate node can take a significant amount of time and also may not always be possible, e.g due to lost connectivity with Donor CU or due to lack of alternative parent nodes (especially in millimeter-wave deployments). It may be necessary to consider how the IAB network is reorganized when there is a backhaul failure in a way that minimizes interruption time of connection with the IAB-donor.
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Figure 9.7.15-1: Example for a recovery after BH RLF in an IAB network
Figure 9.7.15-1 illustrates a scenario of a backhaul failure on one of the links in an IAB network. In such scenarios, many IAB-nodes and UEs may be left without a connection to the IAB-donor and may need to find alternate parent nodes. Downstream IAB-nodes (e.g. IAB-nodes 4, 6 in the figure) and the IAB-donor may need to be informed of the backhaul failure. Furthermore, if all the affected IAB-nodes simultaneously try to find alternate parent nodes, the resulting topology may be inefficient.

The following can be considered for recovery from backhaul failures:

-
Information can be provided to downstream IAB-nodes regarding backhaul failure including a list of nodes that cannot serve as parent nodes due to the backhaul failure.

-
Preparation of alternative backhaul links and routes in advance (i.e. before occurrence of RLF).

In figure 9.7.15-1, we assume that the backhaul link between IAB node 1 and IAB node 4 is encountering RLF. In this case, the downstream node IAB node 4 cannot recover the link with node 1, thus according to the above working assumption, information can be provided to downstream IAB node (IAB node 6) regarding backhaul failure including a list of nodes (IAB node 4) that cannot serve as parent node due to the backhaul failure. In this backhaul link is suffering the quality fading circumstance, IAB node 6 will first try to perform a quick handover. In case a RLF occurs, has to search another parent node (IAB node 7) to be anchored to the IAB donor.
Uplink problem:

Therefore, there may be a possibility that the firsthand backhaul link failure downstream node IAB node 4, cannot find a parent node to connect. If so, in hop by hop ARQ, there is a possibility that the UL data which has been stored in IAB node 4, and also been removed in IAB node 6 due to the RLC ACK from IAB node 4. In this case, IAB node 4 comes to an isolated island, who cannot find another parent node to re-route the buffered data. In this special case, the isolated node has to forward buffered uplink data through its child node.
Observation 1: a firsthand downstream IAB node who encounters backhaul link failure may not be able to search another parent node. 

Proposal 1: the isolated node has to forward buffered uplink data through its child node. 

In addition to the buffered uplink data, there are also some UEs who anchored in IAB node 4 as the access node. IABA node 4 has to not only forward the buffered uplink data from IAB node 6, but also keeps anchoring the UEs accessing IAB node 4. So IAB node 4 has two options:
Option 1: detach the UEs and the UEs try to search another IAB node as access IAB node. 

Option 2: IAB node 4 reverses the connection towards IAB node 6 as parent node. 

In option 1, the problem is very clear that the UEs who are detached by IAB node 4 may not be able to camp to another IAB node. Moreover, the uplink data buffered in IAB node 4 are stuck in IAB 4, which is a dead end in hop by hop ARQ. And for the data re-transmission, Rel_15 UE can’t recovery the data by PDCP data recovery procedure or PDCP re-establish unless Rel_15 UE is enhanced. So option 1 can’t ensure the data stuck in IAB4 to be sent to IAB donor. 
In option 2, IAB node 4 reverses the connection towards IAB node 6 as parent node. If so, the IAB node 4 shall first conduct IAB node 6 to suspend all transmissions, and then disconnects the connection between node 6 and IAB node4; or bar the cell by setting SIB/MIB. But all these operations require RRC function in IAB node, so maybe IAB node can disable the connection of the child node by setting physical layer parameters, PSS/SSS, etc. 
Proposal 2: when RLF occurs, if the downstream IAB node can’t find an appropriate parent node, it should be allowed to connect its child node as parent node for data forwarding. 
Downlink problem:

Vice versa, in the manner of downlink, IAB node 1 cannot find another IAB node to retransmit the downlink data. For hop by hop ARQ, the IAB donor CU discards the RLC PDUs after the RLC ACK from IAB node 1, so RLC layer of the upstream IAB node can’t recovery the data transmission.
Observation 2: when RLC occurs, for downlink, RLC layer of the upstream IAB node can’t recovery the data transmission.

In the previous discussion of how to ensure end-to-end reliability in hop by hop ARQ, we have the following three mechanisms:

-
Modification of PDCP protocol/procedures. This mechanism would not be applicable to Rel-15 UEs which means that Rel-15 UE performance may be impaired;
-
When either PDCP data recovery / PDCP re-establishment is triggered by RRC or PDCP status report is received, UE retransmits UL data irrespective of whether successful delivery has been confirmed by RLC;
-
New field may be included in the RRC message or PDCP status report in order to indicate, whether the UE performs UL data retransmission regardless of confirmation of successful delivery by RLC.

-
Rerouting of PDCP PDUs buffered on intermediate IAB-nodes in response to a route update:
-
UL data is buffered on IAB-node(s) until the IAB-node receives from its parent node either information about UL data, which has been successfully delivered to IAB-donor, or RLC positive ACK;
-
When forwarding path is (re)configured, the buffered data is retransmitted by the IAB-node that is either the last unchanged node in the new path or where backhaul-link failure occurs.

-
Introducing UL status delivery (from the Donor gNB to the IAB-node):
-
One way is that UE’s access IAB-node delays the sending of RLC positive ACKs to UE until receiving a confirmation of data reception from IAB-donor. Another way is that an IAB-node delays the sending of RLC positive ACKs to its child node or UE until receiving RLC positive ACKs from its parent node;
-
When PDCP data recovery / PDCP re-establishment is triggered by RRC, UE retransmits UL data as in the current specifications.

Regarding the second solution, rerouting of PDCP PDUs buffered on intermediate IAB-nodes in response to a route update, this may apply for uplink reliability, because the downstream can autonomously search another parent. On the contrary, the upstream node can’t search a child node to forward the downlink packet. And for the third solution, which is actually an enhancement for uplink reliability.
As we noted above, the first solution requires the enhancement to Rel_15 UE, which violates the principle of IAB WI, not to touch the legacy Rel_15 NR UE. But the IAB donor CU can be enhanced to ensure the downlink reliability. When upper layer requests a PDCP data recovery / PDCP re-establishment to PDCP layer, the PDCP layer of IAB donor can just re-transmit all packets regardless whether they are confirmed by RLC. 
Proposal 3: the downlink reliability can be ensured by the implementation in IAB donor. 

In [1], we provided an option regarding how to manage the route:

 -
A routing table including routing information is configured on each node, such as IAB-donor DU or IAB-node. This routing table can be configured by the CU-CP (e.g. via F1-AP or RRC). The routing information may contain:

-
destination address;
-
next-hop node, BH link or BH RLC channel where packet is forwarded;
-
cost metric.

-
The destination address is carried in the packet header. For downlink data transmissions, this destination address is added by the IAB-donor DU and the destination address could be the target IAB-node-ID or UE-ID. For uplink data transmissions, the destination address may be the donor-DU address.

-
For each packet, an intermediate IAB-node selects the next hop node for data transmission according to the routing table and the destination address carried in the packet’s adaptation info. In case the routing table holds multiple next-hop entries for the same destination address, it selects the next hop based on the cost metric.

Since the Donor CU should be able to configure the routing table for each IAB node, so Donor CU should be able to update the routing table for each intermediate IAB nodes which are affected by the RLF. Given an example in figure 1, if the hop between IAB3 and IAB5 is suffering RLF, then IAB5 should report the RLF to Donor gNB, in order to assist the Donor gNB suspend the transmission toward IAB3, until IAB3 reconnects to IAB2. On the other hand, IAB3 should also update IAB4’s routing table, to assist IAB4 suspend the uplink transmission towards IAB5, until IAB3 reconnects to IAB2. 
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Proposal 4: the upstream IAB node of the RLF hop shall inform RLF to the Donor gNB, and the downstream IAB node of the RLF hop shall inform RLF to the child node to its child node. 
In Uu, we usually use RRC to configure and inform the peer node between gNB and UE. However, in IAB system, there is no RRC protocol locates in IAB node. On the contrary, we introduced an adaption layer in IAB node to bear mapping, routing management, etc. Thus such RLF notification shall be transferred in adaption layer.

Proposal 5: the RLF notification message should be transmitted in adaption layer.  

2 Conclusion

This contribution has described issues related to backhaul link RLF and how to ensure the data reliability in case RLF occurs. Our observations and proposal are listed below.

Observation 1: a firsthand downstream IAB node who encounters backhaul link failure may not be able to search another parent node. 

Observation 2: when RLC occurs, for downlink, RLC layer of the upstream IAB node can’t recovery the data transmission.

Proposal 1: the isolated node has to forward buffered uplink data through its child node. 

Proposal 2: when RLF occurs, if the downstream IAB node can’t find an appropriate parent node, it should be allowed to connect its child node as parent node for data forwarding. 
Proposal 3: the downlink reliability can be ensured by the implementation in IAB donor. 

Proposal 4: the upstream IAB node of the RLF hop shall inform RLF to the Donor gNB, and the downstream IAB node of the RLF hop shall inform RLF to the child node to its child node. 

Proposal 5: the RLF notification message should be transmitted in adaption layer.  
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