
3GPP TSG-RAN WG2 Meeting #105                                                        R2-1900153
[bookmark: _GoBack]Athens, Greece, 25th Feb – 1st Mar 2019
                                   
Source:	CATT 
[bookmark: Title]Title:	SPS and Configured Grant periodicities
[bookmark: Source]Agenda Item:	11.7.2.2
[bookmark: DocumentFor]Document for:	Discussion and Decision

[bookmark: _Ref528762725]Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]It is expected that SPS and Configured Grants (CG) will play a key role in serving the various co-existing traffic types expected in TSN networks [1]. One first consequence is the requirement to support multiple active CG configurations per BWP per Serving Cell agreed in RAN1 [2], which we propose extending to SPS as well in [3]. Another impact is the need to map IEEE 802.1Qbv schedules and cycle times to SPS/CG periodicities [1].
In this contribution we analyze the impact of IIoT traffic requirements on SPS/CG periodicities. 
Discussion
Given we support upgrading Rel-15 SPS configurability to the same flexibility as configured grants, we only focus on CG periodicities in this contribution, provided it should equally apply to SPS.
Rel-15 periodicity is defined as 2, 7, n*14 symbols (= n*slot) in RRC specification, thus guaranteeing slot-aligned periods. The lower range of the CG periodicity ≥ 500 µs provides limited granularity: 500, 625, 750, 875, 1000 µs, etc, as shown in Table 1 up to n = 10.
· Note the lower values of Rel-15 (31.25 and 62.5) are for FR2 only.
[bookmark: _Ref897608]Table 1: Rel-15 CG periodicities (low range) for the 5 supported numerologies
	µ
	df [kHz]
	CG periodicity (us)

	
	
	symbols
	slots

	
	
	2
	7
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	0
	15
	142.8571
	500
	1000
	2000
	3000
	4000
	5000
	6000
	7000
	8000
	9000
	10000

	1
	30
	71.42857
	250
	500
	1000
	1500
	2000
	2500
	3000
	3500
	4000
	4500
	5000

	2
	60
	35.71429
	125
	250
	500
	750
	1000
	1250
	1500
	1750
	2000
	2250
	2500

	3
	120
	17.85714
	62.5
	125
	250
	375
	500
	625
	750
	875
	1000
	1125
	1250

	4
	240
	8.928571
	31.25
	62.5
	125
	187.5
	250
	312.5
	375
	437.5
	500
	562.5
	625



The question is: is this sufficient for TSN? In order to answer this question, we need to look further into the cycle times and end-to-end latency requirements of IIoT traffic.
[bookmark: _Ref901712]22.804 requirements on cycle time and end-to-end latency
Some existing IIoT solutions support very small cycle times, for example EtherCAT and PROFINET IRT support cycle times as low as 12.5 µs and 31.25 µs respectively. TSN 802.1Qbv also supports very low cycle times. So it should be first checked which lower bound should be considered for this SI.
The cycle times for different Factories of the Future applications are expressed in Table 5.3.2.1-1 of Section 5.3.2.1:
Table 5.3.2.1-1: Typical characteristics of motion control systems for three major applications
	Application
	# of sensors / actuators
	Typical message size
	Cycle time Tcycle
	Service area

	Printing Machine
	> 100
	20 byte
	< 2 ms
	100 m x 100 m x 30 m

	Machine Tool
	~ 20
	50 byte
	< 0.5 ms
	15 m x 15 m x 3 m

	Packaging Machine
	~ 50
	40 byte
	< 1 ms
	10 m x 5 m x 3 m


And then converted into requirements in Section 5.3.2.6:
	Reference number
	Requirement text
	Application / transport
	Comment

	Factories of the Future 2.1
	The 5G system shall support cyclic traffic with cycle times in the order of 1 ms for a communication group of about 50 UEs and payload sizes of about 40 byte.
	T
	 

	Factories of the Future 2.2
	The 5G system shall support cyclic traffic with cycle times in the order of 0,5 ms for a communication group of about 20 Ues and payload sizes of about 50 byte.
	T
	 

	Factories of the Future 2.3
	The 5G system shall support cyclic traffic with cycle times in the order of 2 ms for a communication group of about 100 Ues and payload sizes of about 20 byte.
	T
	 


From the above, a first observation can be derived as follows:
Observation 1: The lower end cycle time values of EtherCAT, PROFINET IRT or 802.1Qbv below 500 µs are not in the scope of this SI.
Now looking at the end-to-end latency requirements in the merged requirement section 8.1.2, we can see that the above cycle times for the most stringent IIoT applications constitute an upper bound for the end-to-end latency:
	Characteristic parameter (KPI)
	Influence quantity
	Requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	
	

	99,9999% to 99,999999%
	< transfer interval
	
	20 to 50
	0,5 ms to 2 ms
	Transfer interval
	≤ 20 m/s
	≤ 100
	
	Factories of the Future 2.1, 2.2, 2.3, 2.8, 2.10
	Motion control and control-to-control use cases

	NOTE 1: The jitter interval is symmetric. However, only late arrivals count as communication error.



Another example of cycle time is given in Section 5.6.6.1 (Smart Grid) 
	Reference number
	Requirement text

	Electric Power Distribution 5.1
	The 5G system shall support a peer-to-peer data communication service with cycle times in the order of 0,8 ms.


From further description in the body text, it is clarified that this requirement comes with an end-to-end latency of 15ms.
From the above examples/requirements we can derive the following observation:
Observation 2: Depending on the IIoT application, the end-to-end latency can be smaller or larger than the cycle time.
Impact on CG periodicities
As discussed in Section 2.1, we need to consider two cases: the end-to-end latency is larger or smaller than the cycle time.
Case 1: the end-to-end latency is larger than the cycle time (Figure 1)
In such case consecutive messages can be grouped into one CG/SPS and de-jittered at the 5GS boundary (e.g. in the translators), as shown in Figure 1. As a consequence, CG/SPS periodicity does not need to meet the cycle time as long as it meets the end-to-end latency, which is not expected to be stringent in that case, and therefore can be addressed by Rel-15 CG periodicities.


[bookmark: _Ref787363]Figure 1: The end-to-end latency is larger than the cycle time
Observation 3: Rel-15 CG periodicities are sufficient to address the case when the end-to-end latency is larger than the cycle time.
Case 2: the end-to-end latency is smaller or equal to the cycle time (Figure 2)
This is the case of the most stringent end-to-end latency requirements (< 0.5ms). In such case, the solution consists in oversampling the cycle time with SPS/CGs resources and to use only one SPS/CG out of N. The (oversampling) SPS/CG periodicity is chosen to meet the end-to-end latency requirement, rather than the cycle time.
Let’s take an example: cycle time = 0.6ms; end-to-end latency = 0.5ms. As shown in Figure 2, such usecase can be addressed with the following periodicities for the different numerology cases: 
· @ 15kHz numerology, SPS/CG periodicity = 2 symbols ≈ 143 µs, N = 4;
· @ 30kHz numerology, SPS/CG periodicity = 7 symbols = 250 µs, N = 2;
· @ 60kHz numerology, SPS/CG periodicity = 7 symbols = 125 µs, N = 5;
Then the question is: what to do with unused SPS/CG resources to avoid spectral waste?
Without changing the legacy CG configuration, the unused CGs will be skipped. Then their resource can be re-used by other CGs or by dynamic scheduling (see intra-UE multiplexing and prioritization solutions).
Another option is to upgrade the SPS/CG configuration by indicating the “modulo N” to the UE so it only considers one SPS/CG resource every N. This is already supported by the current specification for slot periods, but not for 2-symbol or 7-symbol periods. Hence, all needs to be upgraded is the support of periodicities expressed as N*(2-symbols) and N*(7-symbols).
Proposal: Rel-16 SPS/CG periodicity is defined as n*2, n*7, n*14 symbols.


[bookmark: _Ref902562]Figure 2: The end-to-end latency is smaller than the cycle time
Conclusion
This contribution discusses the need to upgrade the existing SPS/CG periodicities in support of the flexible TSN traffic cycle times and end-to-end latency. The resulting observations and proposals are as follows:
Observation 1: The lower end cycle time values of EtherCAT, PROFINET IRT or 802.1Qbv below 500 µs are not in the scope of this SI.
Observation 2: Depending on the IIoT application, the end-to-end latency can be smaller or larger than the cycle time.
Observation 3: Rel-15 CG periodicities are sufficient to address the case when the end-to-end latency is larger than the cycle time.
Proposal: Rel-16 SPS/CG periodicity is defined as n*2, n*7, n*14 symbols.
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