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1. [bookmark: _Ref525302579]Introduction
In RAN2#104 meeting, LS [1] from RAN1 was sent to RAN2 on multiple configured grant configurations.  RAN1 agreed the following:
	Agreements:
· Multiple active configured grant configurations for a given BWP of a serving cell should be supported at least for different services/traffic types and/or for enhancing reliability and reducing latency 
· FFS details
· Note: it is understood that the above may be related to RAN2 led work on intra-UE multiplexing



This document focuses on the potential impacts on RAN2 brought by multiple active configured grant configurations for a BWP, and suggests that further studies should be carried out in the SI.
2. Discussion
2.1 Extension to SPS
In TSN networks, the UE is no longer the termination point of a network but can be the entry point of a TSN link. Therefore the traffic is expected to be quite symmetrical in both directions of the bridge, hence in UL and DL. Hence SPS configuration should provide the same flexibility/granularity as configured grants (CG) configurations to address TSN streams in the same way while saving PDCCH resources. As a result we propose extending RAN1’s agreement on configured grants to SPS as well:
Proposal 1: Multiple active SPS configurations for a given BWP of a serving cell should be supported at least for different services/traffic types and/or for enhancing reliability and reducing latency.
In the rest of the document we treat commonly SPS and CG configurations.
2.1 Patterns of Multiple SPS/CG Configurations
The LS motivates the need for multiple active configured grant configurations in a given BWP of a serving cell in support of different services/traffic types and/or for enhancing reliability and reducing latency. These two different requirements also result in different requirements on the configurations of such multiple active CGs/SPSs.
· Requirement 1:  Multiple SPS/CG configurations for different services/traffic types
In this scenario, different services/traffics are supported with multiple SPS/CG configurations. To allow full flexibility, these different service/traffic types, could have different profiles, packet size, and packet intervals. This requires supporting multiple active SPS/CG configurations with different parameters, for example, different periods, MCS, and time offset, for adequately matching the characteristics of the different services. For example, VoIP which does not have high requirement on latency (compared to IIoT), can be configured with large PD/USCH duration and large SPS/CG period. However, for a latency sensitive TSN stream, short PD/USCH duration and short SPS/CG periodity is more appropriate. One example is shown in Figure 1.


[bookmark: _Ref704296][bookmark: _Ref701728][bookmark: _Ref701722]Figure 1: Example for multiple SPS/CG configurations for different services/traffic types
Proposal 2: Multiple active SPS/CG configurations for a given BWP of a serving cell can be configured with different CG type (1/2, for CGs only) and parameter values i.e. periodicity, time offset, MCS … etc.     
· Requirement 2: Multiple SPS/CG Configurations for Enhancing Reliability and Reducing Latency
A typical situation resulting from an IEEE 802.1Qbv schedule is that a TSN packet is expected periodically during a time slot, but with some possible latency jitter on the packet arrival, addressed by the time slot window [4]. For a small packet a small allocation is sufficient and it would be configured at the end of the slot interval to secure even late arrivals of the packet (Figure 2). However this also means all packets, even those coming at the beginning or middle of the slot would be unnecessarily delayed to the end of the slot. The queuing delay will definitely impact the latency of the traffic. This can be solved by multiple identical –but offset SPS/CG configurations providing more opportunities on the start of the transmission, i.e. the start of the first transmission can be shifted among different SPS/CG configurations to accommodate for the packet arrival jitter. One example is shown in Figure 2 where an IEEE 802.1Qbv time slot during which a TSN packet is expected is covered by 6 consecutive SPS/CG allocations offset wrt each other and which periodicity is set to match the IEEE 802.1Qbv cycle time. 


[bookmark: _Ref701843]Figure 2: Example for multiple configured grant configurations for reducing latency
Proposal 3: Multiple SPS/CG configuration replicas should be supported to address traffic jitter with minimal latency.
2.2 Issues of Multiple Configured Grant Configurations
If multiple active SPS/CG configurations are supported, the following issues need to be addressed.
2.2.1 Collision Handling
As illustrated in Figure 1, a consequence of supporting multiple active SPS/CG configurations per BWP with flexible periodicity is that it is very likely that the resources of different SPS/CG configurations will collide in time. Therefore, this calls for new prioritization scenarios to be discussed on top of the current 5 intra-UE multiplexing scenarios captured to be studied in the TP [2].
Proposal 4: Supporting multiple active SPS/CG configurations per BWP with independent periodicities call for addressing two new intra-UE prioritization scenarios to be added to the current list as follows:
· Scenario 6: Intra-UE DL Prioritization: Resource Conflict between SPS configurations;
· Scenario 7: Intra-UE UL Prioritization: Resource Conflict between Configured Grants;
These scenarios should also be captured into the TR. A TP capturing these scenarios is provided at the end of this document.
2.2.2 HARQ ID Sharing Across SPS/CG configurations
According to the current specification, the HARQ ID for SPS/CG configuration is calculated based on the current slot or symbol, periodicity of the configured grant/SPS and number of the HARQ processes reserved for the CG/SPS. Take uplink HARQ ID calculation as one example:
HARQ ID = [floor (current symbol/periodicity)] module nrofHARQ-Processes. (1)
According to the equation, HARQ process collision will occur when configured grants resources from different configurations overlap as e.g. in Figure 1. And the same observation holds for multiple active SPS configurations with different periodicities. It could be envisioned though that a same HARQ process is shared by two configurations since, in the end, one allocation will take priority over the other, and only one will be transmitted. However, HARQ process sharing between two SPS/CG configurations implies:
1) Maintaining multiple configuredGrantTimer values, i.e. one per configured grant configuration. Indeed this would be required to prevent a (long) timer of a configured grant configuration with large periodicity to block a configured grant resource of another CG configuration with small periodicity.
2) MAC PDU overriding in HARQ buffer: for example a first CG1 for a high-priority TSN stream uses HARQ process #k. And then comes right after that another CG2 (from another CG configuration) with same HARQ process #k, targeted for a lower priority stream/QoS flow/DRB. Note their resources didn’t collide, so no need for any prioritization. MAC PDU from CG2 will override MAC PDU from CG1 in HARQ buffer. Then comes a re-transmission request for the MAC PDU from CG1, i.e. for the high-priority TSN stream. But the MAC PDU is no longer in the HARQ buffer.  This issue was discussed extensively in Rel-15 in the context of Msg3 HARQ process and should be definitely avoided.
Proposal 5: Multiple active SPS/CG configurations per BWP shall not share a same HARQ process
One possible solution can be to introduce other parameters to the HARQ ID calculation for multiple configured grant configurations. In HRLLC of LTE, the same issue was also discussed, and one new parameter named harq-ProcID-offset, is added to the equation of HARQ process ID [2]. The similar solutions can also be studied. For example, the HARQ ID can be calculated as:
HARQ ID = [floor (current symbol/periodicity) + Parameter] module nrofHARQ-Processes. (2)
where Parameter can, for instance, refer to the configured grant configuration index which is assigned by the network.
Proposal 6: Capture in the TR the solution of Equation (2) as one of the possible solutions for HARQ process separation between different SPS/CG configurations.
2.2.3 Configured Grant Confirmation MAC CE
According to the current specification, the UE will report Configured Grant Confirmation MAC CE to the network to indicate that the SPS/configured grant type 2 has been activated / deactivated. And since the MAC CE is fixed size of zero bits, no dedicated information of the configured grant configuration can be carried to the network. If multiple configured grant configurations of type 2 are activated / deactivated by the network, it is impossible to notify which configured grant configuration has been activated / deactivated to the network, i.e. the current format of the configured grant confirmation MAC CE can’t be used when multiple configured grant configuration of type 2 are simultaneously activated or deactivated.
One possible solution is to attach configured grant configuration related information to the MAC CE, for example the index of the configured grant configuration. Meanwhile, one new LCID can also be introduced to distinguish which one is used for single configured grant configuration and which one is used for multiple configured grant configurations. 
Proposal 7: Introduce configured grant configuration related information to the configured grant confirmation MAC CE.
Proposal 8: Define one new LCID to distinguish single and multiple configured grant configuration(s).
2.2.4 UE Assistant Information
UE assistant information was introduced In LTE V2X to report the traffic patterns to the network for better configuration on multiple SPS configurations. And it was agreed that periodicity and offset of the traffic will be reported to the network. Regarding IIoT requirement for UE assistant information, for time-critical periodic and deterministic TSN traffic there is no need for any UE assistant information because everything is under CNC control [4]. However, there can be time-critical non-deterministic traffic also such as: an alarm is raised in the TSN bridge device which requires e.g. reporting a file or a short video or whatever that requires gNB to schedule appropriate resource for a period of time. In that case, UE assistant information is needed.
Proposal 9: UE assistant information reporting procedure of LTE can be applied for IIoT as a baseline. 
3. Conclusion
In this document, further studies on multiple configured grant configurations are carried out, related issues are discussed and the following proposals are derived:
Proposal 1: Multiple active SPS configurations for a given BWP of a serving cell should be supported at least for different services/traffic types and/or for enhancing reliability and reducing latency.
Proposal 2: Multiple active SPS/CG configurations for a given BWP of a serving cell can be configured with different CG type (1/2, for CGs only) and parameter values i.e. periodicity, time offset, MCS … etc.     
Proposal 3: Multiple SPS/CG configuration replicas should be supported to address traffic jitter with minimal latency.
Proposal 4: Supporting multiple active SPS/CG configurations per BWP with independent periodicities call for addressing two new intra-UE prioritization scenarios to be added to the current list as follows:
· Scenario 6: Intra-UE DL Prioritization: Resource Conflict between SPS configurations;
· Scenario 7: Intra-UE UL Prioritization: Resource Conflict between Configured Grants;
Proposal 5: Multiple active SPS/CG configurations per BWP shall not share a same HARQ process
Proposal 6: Capture in the TR the solution of Equation (2) as one of the possible solutions for HARQ process separation between different SPS/CG configurations.
Proposal 7: Introduce configured grant configuration related information to the configured grant confirmation MAC CE.
Proposal 8: Define one new LCID to distinguish single and multiple configured grant configuration(s).
Proposal 9: UE assistant information reporting procedure of LTE can be applied for IIoT as a baseline. 
4. Reference
[1] [bookmark: _Ref524946288][bookmark: _Ref520128274][bookmark: _Ref525116079]R2-1818991, LS on multiple active configured grant configurations, 3GPP RAN2#104
[2] [bookmark: OLE_LINK1][bookmark: _Ref446315]R2-1818797, TP on Intra-UE Prioritization Scenarios, Nokia, Nokia Shanghai Bell, 3GPP RAN2#104
[3] 36.321, Medium Access Control (MAC) Protocol Specification, v15.4.0
[4] [bookmark: _Ref707310]R2-1900151, Impact of supporting Industrial Ethernet and TSN requirements on RAN, CATT
5. Text Proposal for TR 38.825 
[bookmark: _Toc525833413]5.2	Scenarios and use cases
Editor’s note: RAN2 responsibility
 […]
5.2.7	Scenario 6: Intra-UE DL Prioritization – Resource Conflict between SPS Assignments
In this scenario, a UE receives a DL transmission of an SPS resource, the associated PDSCH of which overlaps in time with downlink resources of another SPS assignment. For such cases, currently there is no existing mechanism or rules for the UE to determine which of both assignments it should process. 
5.2.8	Scenario 7: Intra-UE UL Prioritization – Resource Conflict between Configured Grants
In this scenario, a UE performs a configured grant either Type 1 or Type 2 for uplink transmission, the associated PUSCH of which overlaps in time with uplink resources activated by other either Type-1 or Type 2 configured grant. For such cases, currently there is no existing mechanism or rules for the UE to determine how to handle prioritization of these two grants.
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