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[bookmark: _Ref528762725]Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]One of the objectives of the SI “Study on NR Industrial Internet of Things (IIoT)” is as below [1]:
	2) Time Sensitive Networking related enhancements:
a) Accurate reference timing: Delivery & related process (e.g. SIB delivery or RRC delivery to UEs, Multiple Transmission points) (RAN2/RAN3/RAN1)
b) Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 (RAN2/RAN1). Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress.


More specifically, TR22.804 [4] brings requirements on 5GS seamless integration into existing Industrial Ethernet / TSN networks, for example in Section 5.3.4:
	4) The 5G system has to support a seamless integration into the existing (primarily wire-bound) connectivity infrastructure. For example, the 5G shall allow to flexibly combine the 5G system with other (wire-bound) technologies in the same machine or production line.


And more formally, as an identified requirement in Section 8.1:
	Reference number
	Requirements
	Use case requirement
reference

	Nsd.Eth.3
	The 5G system shall support IEEE 802.1Qbv (time-aware scheduling.) 
	Factories of the Future 4.4


In this contribution we analyze the impact of supporting the Time Sensitive Network (TSN) standard functions related to scheduling and QoS on 5GS RAN. 
Discussion
Overview of key TSN features
One key difference between TSN and Industrial Ethernet protocols (e.g. EtherCAT and PROFINET) can be seen from Figure 1: EtherCAT and PROFINET are application protocols that can run directly over standard Ethernet, while TSN is an evolution of Ethernet (L1/2) to provide real-time features for any IIoT application. Note EtherCAT and PROFINET can also run over TSN [4][5].
TSN supports all (line, star, ring and mesh) topologies but requires that devices are synchronized by IEEE 802.1AS which uses a specialized profile (selection of features/configuration) of IEEE 1588-2008 (1588v2).
The key features of TSN (from QoS/scheduling perspective) are [6]:
· IEEE 802.1Qbv Time-Aware Shaper (TAS),
· IEEE 802.1Qch Cyclic Queuing and Forwarding (CQF),
· IEEE 802.1Qcc: network management and control


[bookmark: _Ref787363]Figure 1: IIoT stacks
IEEE 802.1Qbv Time-Aware Shaper (TAS)
As shown in Figure 2 , the IEEE 802.1Qbv Time-Aware Shaper (TAS) introduces time-based gates at the output ports that bind the transmission of frames from the egress queues (traffic classes) to a configured periodic schedule called the Gate Control List (GCL).


[bookmark: _Ref789176][bookmark: _Ref789163]Figure 2: 802.1Qbv functionality in a TSN bridge and resulting scheduling example
The periodic execution of the GCL defines the scheduler cycle, or cycle time, of the TSN schedule.
Observation 1: An 802.1Qbv-compliant TSN device executes a periodic semi-static QoS schedule at its egress ports which period (cycle time) and scheduling slots are configured according to the 802.1Qbv protocol.
IEEE 802.1Qch Cyclic Queuing and Forwarding (CQF)
As illustrated in Figure 3, IEEE 802.1Qch Cyclic Queuing and Forwarding (CQF) effectively allows TSN bridges to synchronize their frame transmissions in a cyclic manner, achieving zero congestion loss and bounded latency, independently of the network topology.


[bookmark: _Ref797688]Figure 3: 802.1Qch Cyclic Queuing and Forwarding (CQF) across TSN bridges
Observation 2: 802.1Qch allows TSN frames to travel across TSN bridges on a cycle by cycle basis.
Observation 3: Unlike EtherCAT and PROFINET, TSN cycle time does not depend on the number of devices.
IEEE 802.1Qcc: Network management and control
SA2 studied the architecture framework for 5GS integration with TSN in TR 23.734 [2]. Specifically it highlights in Section 6.6.1 that 5GS operating as stand-alone TSN network or part of a TSN network will need to support the three TSN configuration models, which are defined in IEEE P802.1Qcc/D1.6: Fully distributed model (Figure 1-up); Centralized network and distributed user model (Figure 1-bottom-left); Fully centralized model (Figure 1-bottom-right):



[bookmark: _MON_1587198493]
Figure 4: TSN configuration models [2]
From [2]: The CNC has a complete view of the TSN network and is therefore enabled to compute respective end-to-end communication paths from a Talker to the Listeners that fulfil the TSN stream requirements as provided by the end stations. The computation result is provided by the CNC as TSN configuration information to each TSN bridge in the path between involved TSN end stations (Talkers to the Listeners) as network configuration information.
Observation 4: The IEEE 802.1Qbv schedule is computed and delivered to each TSN bridge by the CNC.
RAN impact of supporting TSN QoS scheduling and configuration through the 5GS link
The impact of supporting IEEE 802.1Qbv/Qch is depicted in Figure 5 where 5GS is integrated as a TSN bridge, based on SA2 solution#8 from [2] “5GS appearing as a TSN bridge (black box) for integration with TSN”.


[bookmark: _Ref794785]Figure 5: 5GS integrated as a TSN bridge supporting IEEE 802.1Qbv/Qch
In conventional switches, the switch fabric typical latency is in the range of microseconds, most frame travel time is taken by the Ethernet bandwidth over the wire (e.g. 1.5Kbytes / 100Mbits/s ≈ 123 µs). Since the goal of 802.1Qbv/Qch is to achieve zero congestion loss and bounded latency, the wireless part introduced with 5GS (Figure 5) should be aware of the 802.1Qbv scheduled slots and associated traffic mapping, that is, the Time Aware Shaper (TAS) Gate Control List (GCL).
Proposal 1: To properly convey Ethernet frames according to IEEE 802.1Qbv schedule, RAN must be aware of the 802.1Qbv cycle and corresponding Gate Control List (GCL).
Furthermore, given the static and periodic nature of an IEEE 802.1Qbv schedule, it seems obvious that NR SPS and configured grants are the appropriate features to handle 802.1Qbv slots, at least for the high-priority slots. Therefore, SPS and configured grants should provide the configuration flexibility so that they can be mapped onto 802.1Qbv slots.
Proposal 2: SPS and configured grants must provide the configuration flexibility to be mapped onto 802.1Qbv slots.
We specifically address the impact on the SPS/CG periodicity in [7] and other impacts in [8].
Figure 6 illustrates how IEEE 802.1Qbv GCL can be converted into SPS/CG configurations via 5QI with SA2 black box model (Figure 6.8-1 from [2]):
1. 5GS translators provide GCL slots timing and flow association to CN (5GS translators on CN side are the interface with IEEE 802.1Qcc CNC)
2. This providing can take the form of new 5QI parameters for each flow, for example:
· Time gate: {Tstart, duration} or {Tstart, Tend}
· Cycle time, or period (which can actually be common for multiple flows)
· Burst size
3. Upon receiving such 5QI parameters, RAN does the QoS flows to DRB mapping and configures SPS/CGs accordingly.


[bookmark: _Ref796447] Figure 6: Mapping of IEEE 802.1Qbv GCL onto SPS/CG configurations via 5QI with SA2 black box model
Proposal 3: New 5QI parameters should be provisioned per QoS flow in support of 802.1Qbv schedule, including:
· Time gate: {Tstart, duration} or {Tstart, Tend}
· Cycle time, or period (which can actually be common for multiple flows)
· Burst size
Conclusion
This contribution discussed the RAN impact of supporting IEEE 802.1Qbv protocol through the 5GS link. The resulting observations and proposals are as follows:
Observation 1: An 802.1Qbv-compliant TSN device executes a periodic semi-static QoS schedule at its egress ports which period (cycle time) and scheduling slots are configured according to the 802.1Qbv protocol.
Observation 2: 802.1Qch allows TSN frames to travel across TSN bridges on a cycle by cycle basis.
Observation 3: Unlike EtherCAT and PROFINET, TSN cycle time does not depend on the number of devices.
Observation 4: The IEEE 802.1Qbv schedule is computed and delivered to each TSN bridge by the CNC.
Proposal 1: To properly convey Ethernet frames according to IEEE 802.1Qbv schedule, RAN must be aware of the 802.1Qbv cycle and corresponding Gate Control List (GCL).
Proposal 2: SPS and configured grants must provide the configuration flexibility to be mapped onto 802.1Qbv slots.
Proposal 3: New 5QI parameters should be provisioned per QoS flow in support of 802.1Qbv schedule, including:
· Time gate: {Tstart, duration} or {Tstart, Tend}
· Cycle time, or period (which can actually be common for multiple flows)
· Burst size
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