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1 Introduction

Five candidate UP alternatives have been proposed for architecture group 1a [1]. These alternatives can be classified into two categories [2] [3]. For example, alternatives a)-d), which use adaptation function without IP layer to forward user plane data through backhaul links, are denoted as the “IP termination at the Donor DU” in [3], while the alternative e), which uses adaptation function with IP/UDP/GTP in IAB node, is denoted as the “IP termination at the access IAB node” .

In this contribution, a comparison between the two categories is conducted, and based on the comparison results, we provide some suggestions for down selection of architecture group 1a UP protocol architectures. 
2 IP termination at the access IAB node VS. IP termination at the donor DU.
Based on the description in section 8.2.2 of the TR 38.874 [1], for the “IP termination at the access IAB node” case, the existence of an IP layer in the wireless backhaul links may be beneficial for enabling end-to-end native F1-U. Furthermore, this IP layer might be used for packet routing from the IAB donor to the IAB node DUs via multiple intermediate IAB nodes. 
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UP transport overhead

For the case of “IP termination at the access IAB node”, an end-to-end native F1-U is established. The GTP tunnel established between the IAB node and CU of IAB donor can be used to identify the UE and UE bearers. However, the cost of such an option is at least 8 bytes for the GTP header and 8 bytes for the UDP header, as well as 20/40 bytes for the IP header (i.e. at least 36/56 additional bytes of overhead per packet transferred over the air interface). 
On the other hand, the functionality of identifying the UE and UE bearers can be achieved by carrying a UE-specific ID and UE bearer-specific ID in the adaptation info. In addition, packet forwarding can be achieved by providing routing related information in the adaptation info. For example, as discussed in [2], the routing information could be a destination node ID or path ID. If destination node ID based routing is selected, the destination node ID could also be an IAB node ID or the UE ID. It is worth noting that the destination node ID may only be useful in backhaul links served by a single IAB donor. Thus some local ID which is only unique within the coverage of an IAB donor can be defined to identify UE/IAB node in the adaptation info. This may result in just a few bits of additional overhead in adaptation info. Therefore, selecting the option of an adaptation function without an IP layer will save a large amount of overhead when compared to the option of adaptation function with IP layer. As analysed in [2], a rough estimate of the overhead for the “IP termination at the donor DU” case shows that in the worst case up to 10 bytes adaptation function information is enough. In addition, as clarified in [3], even for the case of “the IP termination at the access IAB node”, the adaptation function still exist, and the adaptation info in such case may only consume about 2 bytes. Consequently, the more overhead required by “the IP termination at the access IAB node” has significantly more overhead per packet, (estimated at 28 for IPv4 and 48 for IPv6). 

Although it seems that the additional 28/48 bytes of the “IP termination at the access IAB node” only occupies about 1.87%/3.2% percent when considering the maximum Ethernet packet size of 1500 bytes, these 28/48 bytes may occupy a significant proportion (about 93.3% more for IPv4, 160% more for IPv6) if the forwarded data consists of traffic with small packets. E.g. voice traffic, whose average data size is estimated to typically be around 30 bytes in TR36.806 [4]. 

Observation 1: For UP data transmission, “IP termination at the access IAB node” in alternative e) will result in significantly more overhead (about 28 bytes for IPv4, and 48 bytes for IPv6) when compared to the “IP termination at the donor DU” with other UP alternatives. The amount of extra overhead is significant, and dominant for small packet traffic, e.g. voice calls.
Influence to the intra-donor F1 interface.

For the option e) shown in Figure 8.2.2 – 1 in [1], it seems that the intra donor F1 interface between CU and donor DU only has an IP layer and some lower layers (link layer and physical layer). Thus a non-native F1-U is used for the intra donor F1 interface. The donor DU will only provide IP routing between CU and IAB node, and some enhancements will likely be necessary at the donor DU, e.g. IP routing functionality needs to be supported at the donor DU before it can work as a router or gateway for all connected IAB nodes, since with the native F1-U solution the donor DU is always configured as the termination/source node in F1 interface. In contrast, for other options which terminate IP at the donor DU, native F1-U is used for the intra donor F1 interface. Similarly, for the control plane, the native F1-C stacks can be reused for the intra donor F1 interface if the IP is terminated at the donor DU, while enhancements to the donor DU for user plane are also required otherwise.

Observation 2: IP termination at the donor DU option enables the use of native F1-U and F1-C protocols for the intra donor F1 interface between CU and donor DU, while for the IP termination at the access IAB node option, enhancement are necessary for donor DU functionality, e.g. donor DU needs to be updated to be work as an router or gateway for all connected IAB nodes.
Table 1. IP termination at the access IAB node vs. IP termination at the donor DU
	Comparison aspects
	Option 1. IP termination at the access IAB node 
	Option 2. IP termination at the donor DU

	Overhead 
	High 
	Much less than option 1

	Change to intra donor F1
	Only IP layer, link layer and physical layer stacks are supported.
	Native F1-U or F1-C

	Functional update of IAB donor
	DU needs to be updated as an IP router or gateway for IAB nodes.
	Doesn't need enhancements as option 1.


Whether the GTP-U is necessary or not for IAB?
In [5], the MT’s UP protocol stacks for supporting IAB node’s traffic based on alternative a)-e) are shown. 
For both option d) and option e), we deduce that the GTP-U layer present in the IAB node 2-MT’s protocol stack is used to carry the MT’s DRBs for the traffics originated or terminated at IAB node 2. However, it is very strange to terminate the GTP tunnel at IAB node 2’s MT part for the following two reasons, 1) the first is that maintaining of GTP tunnel is the functionality of the DU rather than the MT; 2) the second is that the endpoint of the GTP tunnel for the IAB node’s traffic should be its parent node even if the MT is taken as a local UE which has adaptation function in the MT-access link. 
Comparatively, for option a)-c), no GTP tunnel needs to be maintained. Thus the protocol stacks are simpler to apply, regardless of whether the adaptation function exist or not for the MT-access link. 
Observation 3: As shown in R2-1814073, it is strange to terminate the GTP-U in the IAB node’s MT for the traffic originated or terminated at the same MT if alternative d) or e) is used, while alternative a)-c) seem more acceptable for supporting IAB node’s user plane protocol. 
In addition, as analysed in [6] and [7], if the LCID space is extended for the unified design, the UE specific ID and UE bearer specific ID information could be omitted for 1:1 mapped bearers, as the LCID is sufficient to identify the UE bearer specific RLC channel in this case. Then the GTP TEID would be redundant, and GTP header which constitutes a total of 8 bytes is unnecessary. 
Observation 4: If the LCID is extended to support the unified design, the GTP-U TEID carried in alternative d) and e) would be redundant for the 1:1 bearer mapping case.
Proposal 1: RAN2 should adopt the “IP termination at the donor DU” on the wireless backhaul, because it outperforms the “IP termination at the IAB node” case, when considering that the former one can save protocol header overhead and mitigate functional updates for the IAB donor DU.

Proposal 2: Going forward, RAN2 should focus on UP alternatives a), b) and c), for architecture group 1a.
1 Conclusions
Based on the previous discussion, we can draw the following observations and proposals

Observation 1: For UP data transmission, “IP termination at the access IAB node” in alternative e) will result in significantly more overhead (about 28 bytes for IPv4, and 48 bytes for IPv6) when compared to the “IP termination at the donor DU” with other UP alternatives. The amount of extra overhead is significant, and dominant for small packet traffic, e.g. voice calls.
Observation 2: IP termination at the donor DU option enables the use of native F1-U and F1-C protocols for the intra donor F1 interface between CU and donor DU, while for the IP termination at the access IAB node option, enhancement are necessary for donor DU functionality, e.g. donor DU needs to be updated to be work as an router or gateway for all connected IAB nodes.

Observation 3: As shown in R2-1814073, it is strange to terminate the GTP-U in the IAB node’s MT for the traffic originated or terminated at the same MT if alternative d) or e) is used, while alternative a)-c) seem more acceptable for supporting IAB node’s user plane protocol. 
Observation 4: If the LCID is extended to support the unified design, the GTP-U TEID carried in alternative d) and e) would be redundant for the 1:1 bearer mapping case.
Proposal 1: RAN2 should adopt the “IP termination at the donor DU” on the wireless backhaul, because it outperforms the “IP termination at the IAB node” case, when considering that the former one can save protocol header overhead and mitigate functional updates for the IAB donor DU.

Proposal 2: Going forward, RAN2 should focus on UP alternatives a), b) and c), for architecture group 1a.
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“Alternatively, an IP header may be part of the adaptation layer or carried on top of the adaptation layer. One example is shown in Figure 8.2.-1e. In this example, the IAB-donor DU holds an IP routing function to extend the IP-routing plane of the fronthaul to the IP-layer carried by adapt on the wireless backhaul. This allows native F1-U to be established end-to-end, i.e. between IAB-node DUs and IAB-donor CU-UP. The scenario implies that each IAB-node holds an IP-address, which is routable from the fronthaul via the IAB-donor DU. The IAB-nodes’ IP addresses may further be used for routing on the wireless backhaul.”
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