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Introduction
In the RAN plenary #80 meeting, a new RAN3 SI on “solutions evaluation for NR to support Non Terrestrial Network” was approved [1]. One of the objectives is related to the propagation delay which is stated as follows:
· [bookmark: OLE_LINK9]Study the following aspects and identify related solutions if needed: Propagation delay: Identify timing requirements and solutions on layer 2 aspects, MAC, RLC, RRC, to support non-terrestrial network propagation delays considering FDD and TDD duplexing mode. This includes radio link management. [RAN2]
During RAN2#130bis meeting, the impacts of propagation delay on user plane are discussed and some general agreements are achieved as follows. 
	UP Impacts to study
1.	DRX
2.	HARQ 
3.	Random access response 
4.	RLC/PDCP reordering (e.g. timers and SN space)
5.	SDAP => no impact


[bookmark: OLE_LINK7]In this contribution, we will further discuss the impact of high propagation delay in Non Terrestrial Network (NTN) based on the above agreements.
Discussion
The relation between the altitude of satellite and propagation delay is showed in the following tables [2].
Table 1 Propagation delays for different NGEO satellites (altitude and payload types) 
	 
	 
	LEO at 600 km
	LEO at 1500 km
	MEO at 10000 km

	Elevation angle
	Path
	Distance D (km)
	Delay (ms)
	Distance D (km)
	Delay (ms)
	Distance D (km)
	Delay (ms)

	UE: 10°
	satellite - UE
	1932.24
	6,440
	3647.5
	12,158
	14018.16
	46.727

	GW: 5°
	satellite - gateway
	2329.01
	7.763
	4101.6
	13.672
	14539.4
	48.464

	90°
	satellite - UE
	600
	2
	1500
	5
	10000
	33.333

	Bent pipe satellite

	One way delay
	Gateway-satellite_UE
	4261.2
	14.204
	7749.2
	25.83
	28557.6
	95.192

	Round Trip Delay
	Twice 
	8522.5
	28.408
	15498.4
	51.661
	57115.2
	190.38

	Regenerative satellite

	One way delay
	Satellite -UE
	1932.24
	6.44
	3647.5
	12.16
	14018.16
	46.73

	Round Trip Delay
	Satellite-UE-Satellite
	3864.48
	12.88
	7295
	24.32
	28036.32
	93.45



Table 2 Propagation delays for GEO satellite at 35786 km
	 
	 GEO at 35786 km

	Elevation angle
	Path
	D (km)
	Time (ms)

	UE :10°
	satellite - UE
	40586
	135.286

	GW : 5°
	satellite - gateway
	41126.6
	137.088

	90°
	satellite - UE
	35786
	119.286

	Bent Pipe satellite

	One way delay
	Gateway-satellite_UE
	81712.6
	272.375

	Round trip Time
	Twice
	163425.3
	544.751

	Regenerative Satellite

	One way delay
	Satellite -UE
	40586
	135.286

	Round Trip Time
	Satellite-UE-Satellite
	81172
	270.572


As shown in above tables, the round trip delay (RTD) of MEO at 10000 km is up to 93.45ms while the round trip delay for GEO satellite arrives at 544.751ms. The overly large RTD has negligible impacts to MAC layer procedures, which will be elaborated below. 
0. Impact on HARQ procedure
According to the evaluation in RAN1 [2], the required number of HARQ processes of GEO, MEO and LEO with 1ms slot duration and 15kHz SCS are respectively 600, 180 and 50. This numbers are considerably large compared to the conventional maximum HARQ process number. To solve this issue, the following two options can be considered:
[bookmark: OLE_LINK106][bookmark: OLE_LINK107]Option 1: Enhance the existing HARQ operation, e.g. extend the number of HARQ processes.
For Option 1, it may not be feasible to simply extend the number of HARQ processes in consideration of the processing complexity. And this enhancement will bring challenge to the buffer requirement to RAN2 as large number of HARQ processes need to be maintained. In addition, as the HARQ process number is indicated in DCI, the extension will have larger impact on RAN1.
Option 2: Limit HARQ capabilities and/or disabling HARQ.
For option 2, it will bring challenge to the reliability of services. For service in RLC UM mode, it can only rely on one-shot transmission. For service in RLC AM mode, it can depend on RLC ARQ function. Besides, this option will have impact on other procedures, especially those related to retransmission and reordering. 
Once HARQ is disabled, no retransmission will be performed in MAC. As a result, the HARQ RTT timer and retransmission timer are not needed any more. Besides the out of order receiving disappears together with the HARQ function. Therefore no reordering function is needed in higher layer, neither is reordering timer. 
To summarize, RAN2 should study the impact of the above two options of HARQ procedure. However, as HARQ operation is very much related to RAN1. More input is required from RAN1 before a final conclusion can be reached.
[bookmark: OLE_LINK108][bookmark: OLE_LINK109]Proposal 1: RAN2 to study the following impacts on both HARQ options and leave the final decision to RAN1.
Option 1. Extend the number of HARQ processes
· Buffer requirement
Option 2. Disabling HARQ
· Impact on retransmission and reordering.
· Impact DRX mechanism and DRX timers.
As discussed above, Option 1 and Option 2 both have advantages and disadvantages. RAN2 may further consider to make the two options configurable for different RTD cases if both options are supported.
Proposal 1a: If both options for HARQ are supported, they should be configurable for different RTD cases.
0. Impact on scheduling request procedure
The current scheduling request procedure requires four steps:
1) UE triggering BSR and sending SR to gNB
2) gNB sending UL grant for BSR
3) UE sending BSR to gNB
4) gNB allocates UL grant for data
This procedure works well in the conventional network and can match the understanding of data buffer between UE and gNB. However, in consideration of the large RTD in NTN, the four-step scheduling request procedure may cause significant delay as it will take four times of RTD to complete the data transmission. Therefore, the scheduling request procedure needs to be enhanced. A straightforward way to reduce latency is to minimise the steps for scheduling. For instance, SR carries buffer size information to avoid sending BSR or BSR is transmitted on configured grant to avoid sending SR. 
Proposal 2: RAN2 to study solutions to minimise the steps for scheduling request.
Conclusion
In this contribution, we discussed the MAC impacts of high propagation delay in Non Terrestrial Network (NTN), and we get the following observation and proposals:
Proposal 1: RAN2 to study the following impacts on both HARQ options and leave the final decision to RAN1.
Option 1. Extend the number of HARQ processes
1. Buffer requirement
Option 2. Disabling HARQ
1. Impact on retransmission and reordering.
1. Impact DRX mechanism and DRX timers.
Proposal 1a: If both options for HARQ are supported, they should be configurable for different RTD cases.
[bookmark: _GoBack]Proposal 2: RAN2 to study solutions to minimise the steps for scheduling request.
References
[bookmark: _Toc423020280][1]		RP-181370, Study on solutions evaluation for NR to support Non Terrestrial Network.
[2]		TR 38.811, Study on New Radio (NR) to support non terrestrial networks.
3GPP
