
[bookmark: _Hlk485401214][bookmark: _GoBack]3GPP TSG-RAN WG2 #104	R2- 1818206
Spokane, United States, 12th – 16th Nov 2018	

Agenda Item:	14   
Source:	OPPO
Title:		Discussion on SA2 LS on supporting low latency and low jitter during handover procedure 
Document for:	Discussion, Decision
[bookmark: Source][bookmark: DocumentFor]
1 Introduction
To support guarantee low latency and low jitter requirement of URLLC, SA2 developed a solution to handle data forwarding latency during the handover procedure [1]. This paper is to discuss the impact on RAN2.
2 [bookmark: _Ref178064866]Discussion
The main point of the solution is described in the LS as follows:
[bookmark: _Toc524187534]6.5.1	Functional Description
This solution addresses Key Issue#2 (supporting low latency and low jitter during HO). The basic idea is that the user plane tunnel will be established and used to transmit data as long as the DRB is established during handover procedure, which is called "enhanced handover", so as to avoid the additional latency and jitter brought by data forwarding and/or data path switch on CN side.
The "enhanced handover" is defined per [S-NSSAI, DNN]. It can be dynamically provisioned to SMF from UDM or PCF during PDU session procedure, or statically preconfigured in SMF. Then SMF determines if apply this "enhanced handover" for each PDU session and store the association of the "enhanced handover" and PDU session id.
When handover is triggered by source RAN node, the SMF will duplicate the tunnel for the PDU session which is associated to "enhanced handover", and send the downlink data to both source and target RAN node until the handover is completed.
So that the key point of this solution is the DL data delivery directly from UPF to target node would be triggered as a part of handover preparation procedure. Compared to legacy handover, where the path switch is to happen after handover completion, it helps to reduce the DL data delivery latency, i.e., 
· From the route of “UPF to source node to target node”;
· To the route of “UPF to target node”;
Therefore, it is beneficial for URLLC traffic.
[bookmark: _Toc528940375][bookmark: _Toc529000203][bookmark: _Toc529268213]The proposed solution helps to save DL latency for data forwarding during handover procedure.
In the following, more detailed analysis is provided for each question.
Firstly, we take a look at Q3/Q4 as the most technical questions:
3) RAN2/RAN3 view on the proposal regarding in case of Xn based Handover, the introduction of interaction with CN prior to handover completion?
4)  Does RAN2 and RAN3 see any issue for source RAN node to trigger the handover command once it receives an indication included in the GTP-U header of the first duplicated packet to the source RAN to indicate the start of duplicated transmission?
For these two questions, more technical discussion is need before reaching a consolidate conclusion, for which the discussion needs to be done within NR-mobility WI, which is to handle the mobility related aspect for URLLC in R16 scope. Therefore, we propose to handle the LS in the following two ways:
· Either to handle the LS later after NR-mobility WI starts;
· Or handle the Q1 already now at RAN2#104, but leaves Q3/Q4 to RAN2#105 after NR-mobility WI starts. For Q2, further analysis is given in the following.
[bookmark: _Toc529000208][bookmark: _Toc529259395][bookmark: _Toc529268334][bookmark: _Toc529377867]RAN2 decide either delay the LS handling until NR-mobility WI starts, or handle Q1 now at RAN#104 but delay the handling of Q2/Q3/Q4 until NR-mobility WI starts.
1) Is there any relevant study progress in RAN2 and RAN3 on handover with no or minimum interruption in radio interface? 
According to the IIoT SID description
The following items have been identified to have relationship with Industrial IoT, but are covered in other study items and will not be studied as part of NR Industrial IoT SI:
· Multi-TRP transmission
· Mobility improvements for higher reliability
· Beam Management
· Enhanced Physical Layer NR URLLC
Although not specifically for low latency and low jitter requirement, mobility improvement has been excluded from the on-going IIoT SI. Therefore, the current IIoT work does not include mobility related part. Although RAN2 is also working on LTE mobility enhancement, this SA2 LS targets at 5GS, so fall into the scope of NR-mobility, which is to start at RAN2#105 as planned, where reduced interruption time is included as one objective
To study solution(s) to reduce interruption time during HO/SCG change focusing on the following identified solutions but not limited. 
· Handover/SCG change with simultaneous connectivity with source cell and target cell. 
· Make-before-break 
· RACH-less handover 
[bookmark: _Toc528940371][bookmark: _Toc529259396][bookmark: _Toc529000209][bookmark: _Toc529268335][bookmark: _Toc529377868]If RAN2 tends to handle Q1 during this meeting, RAN2 reply that RAN2 work on handover with no or minimum interruption in radio interface is to start from RAN2#105 in work item on NR mobility.
2) Does RAN2/RAN3 have any issue on the avoidance of latency/jitter due to data forwarding during HO procedure?
In RAN, the work on URLLC traffic split into two SI: one is for URLLC, for which (as described in SID) the target latency is in the level of 0.5ms
· Higher reliability (up to 1E-6 level), higher availability, time synchronization down to the order of a few µs where the value can be 1 or a few us depending on frequency range, short latency in the order of 0.5 to 1 ms, depending on the use cases (factory automation, transport industry and Electrical power distribution)
The other is IIoT, for which (as described in SID) the target latency can be in the similar level, i.e., as low as 0.5ms
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While the inter-node forwarding latency is shown in the following table
Table 1 Categorization of non-ideal backhaul (from TR 36.932)
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	[bookmark: _Hlk340808864]Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1


Considering inter-node forwarding latency (e.g., ~10ms level) would obviously degrade the performance of end-to-end latency (i.e., required to be at ~0.5ms level), the impact of forwarding latency cannot be ignored. 
[bookmark: _Toc529000204][bookmark: _Toc529000205][bookmark: _Toc529000206][bookmark: _Toc528940376][bookmark: _Toc529000207][bookmark: _Toc529268214]Data forwarding latency would ruin the overall end-to-end latency requirement for URLLC and IIoT traffic.
On the other hand, although it is motivated, the impact to RAN2/RAN3 to support this feature needs further analysis, so that it would be rigorous to handle this question in the similar way like Q3/Q4, i.e., delay it till NR mobility WI starts.
3 Conclusion
Based on the discussion above, we made the following observations:
Observation 1	The proposed solution helps to save DL latency for data forwarding during handover procedure.
Observation 2	Data forwarding latency would ruin the overall end-to-end latency requirement for URLLC and IIoT traffic.

And propose the following:
Proposal 1	RAN2 decide either delay the LS handling until NR-mobility WI starts, or handle Q1 now at RAN#104 but delay the handling of Q2/Q3/Q4 until NR-mobility WI starts.
Proposal 2	If RAN2 tends to handle Q1 during this meeting, RAN2 reply that RAN2 work on handover with no or minimum interruption in radio interface is to start from RAN2#105 in work item on NR mobility.
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